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Abstract

In this paper we are concerned with reproducing kernel Hilbert spaces # of functions from an
input space into a Hilbert space 9, an environment appropriate for multi-task learning. The re-
producing kernel K associated to # has its values as operators on . Our primary goal here is to
derive conditions which ensure that the kernel K is universal. This means that on every compact
subset of the input space, every continuous function with values in 9 can be uniformly approx-
imated by sections of the kernel. We provide various characterizations of universal kernels and
highlight them with several concrete examples of some practical importance. Our analysis uses
basic principles of functional analysis and especially the useful notion of vector measures which
we describe in sufficient detail to clarify our results.

Keywords: multi-task learning, multi-task kernels, universal approximation, vector-valued repro-
ducing kernel Hilbert spaces

1. Introduction

The problem of studying representations and methods for learning vector-valued functions has re-
ceived increasing attention in Machine Learning in the recent years. This problem is motivated
by several applications in which it is required to estimate a vector-valued function from a set of
input/output data. For example, one is frequently confronted with situations in which multiple su-
pervised learning tasks must be learned simultaneously. This problem can be framed as that of
learning a vector-valued function f = (fy, f2,..., fy), where each of its components is a real-valued
function and corresponds to a particular task. Often, these tasks are dependent on each other in
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that they share some common underlying structure. By making use of this structure, each task is
easier to learn. Empirical studies indicate that one can benefit significantly by learning the tasks
simultaneously as opposed to learning them one by one in isolation (see, e.g., Evgeniou et al., 2005,
and references therein).

In this paper, we build upon the recent work of Micchelli et al. (2006) by addressing the issue of
universality of multi-task kernels. Multi-task kernels were recently discussed in Machine Learning
context by Micchelli and Pontil (2005), however there is an extensive literature on multi-task kernels
as there are important both in theory and practice (see Amodei, 1997; Burbea and Masani, 1984;
Caponnetto and De Vito, 2006; Carmeli et al., 2006; Devinatz, 1960; Lowitzsh, 2005; Reisert and
Burkhardt, 2007; Vazquez and Walter, 2003, and references therein for more information)

A multi-task kernel K is the reproducing kernel of a Hilbert space of functions from an input
space X which takes values in a Hilbert space 9. For example, in the discussion above, 9 = R".
Generally, the kernel K is defined on X x X and takes values as an operator from 9 to itself.! When
9 is n-dimensional, the kernel K takes values in the set of n x n matrix. The theory of reproducing
kernel Hilbert spaces (RKHS) as described in Aronszajn (1950) for scalar-valued functions has
extensions to any vector-valued 9. Specifically, the RKHS is formed by taking the closure of the
linear span of kernel sections {K(-,X)y, x € X, y € 9}, relative to the RKHS norm. We emphasize
here that this fact is fundamentally tied to a norm induced by K and is generally non-constructive.
Here, we are concerned with conditions on the kernel K which ensure that all continuous functions
from X to 9 can be uniformly approximated on any compact subset of X by the linear span of
kernel sections.

As far as we are aware, the first paper which addresses this question in Machine Learning
literature is Steinwart (2001). Steinwart uses the expression universal kernel and we follow that
terminology here. The problem of identifying universal kernels was also discussed by Poggio et
al. (2002). One of us was introduced to this problem in a lecture given at City University of Hong
Kong by Zhou (2003). Subsequently, some aspects of this problem were treated in Micchelli et al.
(2003) and Micchelli and Pontil (2004) and then in detail in Micchelli et al. (2006).

The question of identifying universal kernels has a practical basis. We wish to learn a continuous
target function f : X — 9 from a finite number of samples. The learning algorithm used for this
purpose should be consistent. That is, as the samples size increases, the discrepancy between the
target function and the function learned from the data should tend to zero. Kernel-based algorithms
(Scholkopf and Smola, 2002; Shawe-Taylor and Cristianini, 2004) generally use the representer
theorem and learn a function in the linear span of kernel sections. Therefore, here we interpret
consistency to mean that, for any compact subset Z of the input space X and every continuous
target function f : X — ¢, the discrepancy between the target function and the learned function
goes to zero uniformly on Z as the sample size goes to infinity. It is important to keep in mind
that our input space is not assumed to be compact. However, we do assume that it is a Hausdorff
topological space so that there is an abundance of compact subsets, for example any finite subset of
the input space is compact.

Consistency in the sense we described above is important in order to study the statistical perfor-
mance of learning algorithms based on RKHS. For example, Chen et al. (2004) and Steinwart et al.
(2006) studied statistical analysis of soft margin SVM algorithms, Caponnetto and De Vito (2006)
gave a detailed analysis of the regularized least-squares algorithm over vector-valued RKHS and

1. Sometimes, such a kernel is called operator-valued or matrix-valued kernel if 9" is infinite of finite dimensional,
respectively. However, for simplicity sake we adopt the terminology multi-task kernel throughout the paper.
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proved universal consistency of this algorithm assuming that the kernel is universal and fulfills the
additional condition that the operators K(x,X) have finite trace. The results in these papers imply
universal consistency of kernel-based learning algorithms when the considered kernel is universal.
One more interesting application of universal kernels is described in Gretton et al. (2006).

This paper is organized as follows. In Section 2, we review the basic definition and properties
of multi-task kernels, define the notion of universal kernel and describe some examples. In Section
3, we introduce the notion of feature map associated to a multi-task kernel and show its relevance
to the question of universality. The main result in this section is Theorem 4, which establishes that
the closure of the RKHS in the space of continuous functions is the same as the closure of the space
generated by the feature map. The importance of this result is that universality of a kernel can
be established directly by considering its features. In Section 4 we provide an alternate proof of
Theorem 4 which uses the notion of vector measures and discuss ancillary results useful for several
concrete examples of some practical importance highlighted in Section 5.

name notation information
input space X a Hausdorff topological space
Z compact subset of X
X,t,z elements of Z
B(2) Borel o-algebra of Z
Vv signed scalar measure
H vector measure, see Def. 8
p.q indices running from 1 ton
i, ] indices running from 1 to m
output space D4 Hilbert space, with inner product (-, )
B unit ball centered at the origin, in
feature space w Hilbert space with inner product (-, -) 4,
LY, W) all bounded linear operators from 9" into ‘W
L(Y) all bounded linear operators from 9 into itself
A,B elements of L(9)
L,(9)C L(Y) | subset of positive linear operators
multi-task kernel K a function from X x X to L(9), see Def. 1
Hy reproducing kernel Hilbert space of K
feature representation | & mapping from X to L(9", W)
C(Z,9) space of continuous ©-valued functions on Z
l isometric mapping from C(Z,9") to C(Z x B1)
& (Z,9) subset of C(Z,9") generated by K, see Eq. (2)
Co(2,9) subset of C(Z,9") generated by @, see Eq. (9)

Table 1: Notation.

2. RKHS of Vector-Valued Functions

In this section, we review the theory of reproducing kernels for Hilbert spaces of vector-valued
functions as in Micchelli and Pontil (2005) and introduce the notion of universal kernels.
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We begin by introducing some notation. We let 9" be a Hilbert space with inner product (-, -)
(we drop the subscript 9" when confusion does not arise). The vector-valued functions will take
values on . We denote by £(9") the space of all bounded linear operators from 9" into itself, with
the operator norm [|A[| := supy,_1 [|AY[|, A € L() and by L, (") the set of all bounded, positive
semi-definite linear operators, that is, A € L, (9") provided that, for any y € &, (y,Ay) > 0. We also
denote, for any A € £(9"), by A* its adjoint. Finally, for every m € N, we define Ny, = {1,...,m}.
Table 1 summarizes the notation used in paper.

Definition 1 We say that a function K : X x X — £(9") is a multi-task kernel on X if K(x,t)* =
K(t,x) for any x,t € X, and it is positive semi-definite, that is, forany m e N, {xj: je Np} C X
and {y;j: j € Nm} C 9 there holds

> (i, K(xi,xj)yj) = 0. 1)
i,jeNp

Foranyt € X and y € 9, we introduce the mapping Ky : X — 9 defined, for every x € X by
(Key)(x) := K(x,t)y. In the spirit of Moore-Aronszjain’s theorem, there is a one-to-one correspon-
dence between the kernel K with property (1) and an RKHS of functions f : X — 9 (Aronszajn,
1950), see also Micchelli and Pontil (2005) and Carmeli et al. (2006).

Throughout this paper, we assume that the kernel K is continuous relative to the operator norm
on L(9"). We now return to the formulation of the definition of universal kernel. For this purpose,
we recall that C(Z,9) is the Banach space of continuous ©-valued continuous function on a com-
pact subset Z of X with the maximum norm, defined by || f /e z := SUp,c 5 || T (X)||o. We also define,
for every multi-task kernel K, the subspace of C(Z,9")

CK(ZaQ/) = span{ny:XEZayey}’ (2)
where the closure is relative to the norm in the space C(Z,9).

Definition 2 We say that a multi-task kernel K is a universal kernel if, for any compact subset Z of
X, (2,9)=C(2,9).

In the special case that 9" = R", the kernel function K takes values as n x n matrices. The corre-
sponding matrix elements can be identified by the formula

(K(Xat))pq = <Kxep7Kteq>Ka VXJ € -Xv

where e, eq are the standard coordinate basis in R", for p,q € N.

In order to describe some of the examples of multi-task kernels below, it is useful to first present
the following generalization of Schur product of scalar kernels to matrix-valued kernels. For this
purpose, for any i € Ny, we lety; = (yai,Yai, - - -,Yni) € R", so that Equation (1) is equivalent to

> Ypi(K(Xi,Xj)) paYaj = 0. 3
iajENm pquNn

From the above observation, we conclude that K is a kernel if and only if ((K(xi,X;)p,q) as the matrix
with row index (p,i) € N x Ny, and column index (q, j) € Ny x Ny, is positive semi-definite. This
fact makes possible, as long as the dimension of 9 is finite, reducing the proof of some properties
of operator-valued kernels to the proof of analogous properties of scalar-valued kernels; this process
is illustrated by the following Proposition.
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Proposition 3 Let G and K be n x n multi-task kernels. Then, the element-wise product kernel K o
G:XxX — R"xR" defined, for any x,t € X and p,q € N,, by (K oG(x,t))pq =
(K(x,1)) o (G(x,t))pq is an n x n multi-task kernel.

Proof We have to check the positive semi-definiteness of K o G. To see this, for any m € N, {y; €
R":ie Np} and {xi € X :i € Ny} we observe that

ZN (Yi, Ko G(xi,Xj)yj) ZZYplyqj (Xi, x )) (G(Xiaxj))pq‘ (4)
1,J€Nm p.1q,)

By inequality (3), it follows that the matrix ((K(xi,xj))pq) is positive semi-definite as the matrix

with (p,i) and (g, j) as row and column indices respectively, and so is ((G(xi,x )) ) Applying
the Schur Lemma (Aronszajn, 1950) to these matrices implies that Equation (4) is nonnegatlve and
hence proves the assertion. |

We now present some examples of multi-task kernels. They will be used in Section 5 to illustrate
the general results in Sections 3 and 4.
The first example is adapted from Micchelli and Pontil (2005).

Example 1 If, for every j € Ny, the function G : X x X — R is a scalar kernel and Bj € L, (Y),
then the function
K(x,t) = Z Gj(x,t)Bj, vxiteXx (5)
i€Nm
is a multi-task kernel.

The operators Bj model smoothness across the components of the vector-valued function. For ex-
ample, in the context of multi-task learning (see, e.g., Evgeniou et al., 2005, and references therein),
we set 9" = R", hence Bj are n x n matrices. These matrices model the relationships across the
tasks. Evgeniou et al. (2005) considered kernels of the form (5) with m = 2, B; a multiple of the
identity matrix and B, a low rank matrix. A specific case for X = RY is

(K(X,))p.g = AX-t+ (L —A)8pq(x-1)2, p,q€ Ny,

where x -t is the standard inner product in RY and A € [0,1] . This kernel has an interesting in-
terpretation. Using only the first term on the right hand side of the above equation (A = 1) corre-
sponds to learning all tasks as the same task, that is, all components of the vector-valued function
f = (fq,..., fn) are the same function, which will be a linear function since the kernel G is lin-
ear. Whereas, using only the second term (A = Q) corresponds to learning independent tasks, that
is, the components of the function f will be generally different functions. These functions will be
quadratic since G is a quadratic polynomial kernel. Thus, the above kernel combines two heteroge-
neous kernels to form a more flexible one. By choosing the parameter A appropriately, the learning
model can be tailored to the data at hand.

We note that if K is a diagonal matrix-valued kernel, then each component of a vector-valued
function in the associated RKHS of K can be represented, independently of the other components,
as a function in the RKHS of a scalar kernel. However, in general, a multi-task kernel will not be
diagonal and, more importantly, will not be reduced to a diagonal one by linearly transforming the
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output space. For example, the kernel in Equation (5) cannot be reduced to a diagonal kernel, unless
all the matrices Bj, j € N, can all be simultaneously transformed into a diagonal matrix. Therefore,
in general, the component functions share some underlying structure which is reflected by the choice
of the kernel and cannot be treated as independent objects. This fact is further illustrated by the next
example.

Example 2 If Xp is a compact Hausdorff space, for p € N, Ty is a map from X from Xp (not
necessary linear) and G : Xp x Xo — R is a scalar kernel, then

n
K(x,t) := (G(Tpx,th))pqzl, vx,te X

is a matrix-valued kernel on X.

A specific instance of the above example is described by Vazquez and Walter (2003) in the context
of system identification. It corresponds to the choices that Xo = X =R and Tp(X) = x+ T, where
Tp € R. In this case, the kernel K models “delays” between the components of the vector-valued
function. Indeed, it is easy to verify that, for this choice, for all f € #x and p € Ny,

fo(X) :=(f(x),ep) =h(x—T1p), ¥XxeX

where h is a scalar-valued function in the RKHS of kernel G.
Other choices of the map T, are possible and provide interesting extensions of scalar kernels.
For instance, the choice K (x,t) := (e%a*Y : p q € Ny), where 0 = (Tpq) is @ positive semi-definite

matrix suggested by Example 2. Specifically, the eigenvalue decomposition of the matrix o is

given by o = S ; Ajuiu] and, for any x € X and i € Ny, the map Tp(') is given by Téi)x = VAilipX.

Therefore, we obtain that K(x,t) = (|‘|{‘:1e<Téi)X’Tqi)t> : p,q € N,) and, so, by Proposition 3, we
conclude that K is a matrix-valued kernel.
It is interesting to note, in passing, that, although one would expect the function
n

K(x,t) = (e*"r’qHX*t“z) - vX,t € X (6)

to be a kernel over X = RY, we will show later in Section 5 that this is not true, unless all entries of
the matrix o are the same.

Our next example called Hessian of Gaussian is motivated by the problem of learning gradients
(Solak et al., 2002; Mukherjee and Zhou, 2006). In many applications, one wants to learn an un-
known real-valued function f(x), x= (x1,...,x%) € R and its gradient function Of = (81 f,...,d4f)
where, for any j € Ny, 9, f denotes the p-th partial derivative of f. Here the outputs y;, denotes
the observation of derivative of p-th derivative at sample x;. Therefore, this problem is an appealing
example of multi-task learning: learn the target function and its gradient function jointly.

To see why this problem is related with the Hessian of Gaussian, we adopt the Gaussian process
(Rasmussen and Williams, 2006) viewpoint of kernel methods. In this perspective, kernels are
interpreted as covariance functions of Gaussian prior probability distributions over suitable sets of
functions. More specifically, the (unknown) target function f is usually assumed as the realizations
of random variables indexed by its input vectors in a zero-mean Gaussian process. The Gaussian
process can be fully specified by giving the covariance matrix for any finite set of zero-mean random
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variables { f (x;) : i € Ny }. The covariance between the functions corresponding to the inputs x; and

xj can be defined by a given Mercer kernel, for example, the Gaussian kernel G(x) = exp(—@)
with o > 0, that is,
cov(f(xi), f(xj)) = G(xi —xj).

Consequently, the covariance between d, f and 94 f is given by
cov(0p T (xi),0q T (Xj)) = 0pdqcov(f(Xi), f(Xj)) = —0p0qG(Xi —Xj).

This suggests to us to use the Hessian of Gaussian to model the correlation of gradient function O f
as we present in the following example.

X2

Example 3 Welet =X =R", and, foranyx = (Xp: p€ Ny) € X, G(x) = exp(—%) with o > 0.
Then, the Hessian matrix of G given by

K(x,t) :=(—(0p0qG)(Xx—1) : p,q € Np) ¥x,te X
is a matrix-valued kernel.

To illustrate our final example we let L?(R) be the Hilbert space of square integrable functions

on R with the norm ||hHE2 := [ph?(x)dx. Moreover, we denote by W1(R) the Sobolev space of

order one, which is defined as the space of real-valued functions h on R whose norm
1
IRl = ([IlIZ2 + Ih[1F2) *
is finite.

Example 4 Let 9 = L?(R), X = R and consider the linear space of functions from R to 9" which

have finite norm
af(x,) |2
2 . 2 )
If2= [ (Hf(x, >le+Hax W1> dx.

Then this is an RKHS with multi-task kernel given, for every x,t € X, by

(K(x,t)y)(r) = e ™™ /Re‘”'r‘s‘y(s)ds, Ve, reR.

This example may be appropriate to learn the heat distribution in a medium if we think of x as time.
Another potential application extends the discussion following Example 1. Specifically, we consider
the case that the input x represents both time and a task (e.g., the profile identifying a customer)
and the output is the regression function associated to that task (e.g., the preference function of a
customer, see Evgeniou et al., 2005, for more information). So, this example may be amenable for
learning the dynamics of the tasks.

Further examples for the case that 9 = L?(RY) will be provided in Section 5. We also postpone
to that section the proof of the claims in Examples 1-4 as well as the discussion about the universality
of the kernels therein.

We end this section with some remarks. It is well known that universality of kernels is a main hy-
pothesis in the proof of the consistency of kernel-based learning algorithms. Universal consistency
of learning algorithms and their error analysis also rely on the capacity of the RKHS. In particular,
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following the exact procedure for the scalar case in Cucker and Smale (2001), one sufficient condi-
tion for universal consistency of vector-valued (multi-task) learning algorithms is the compactness
of the unit ball of vector-valued RKHS relative to the space of continuous vector-valued functions.
Another alternate sufficient condition was proved in Caponnetto and De Vito (2006) for the regu-
larized least-squares algorithm over vector-valued RKHS. There, it was assumed that, in addition
to the universality of the kernel, the trace of the operators K(x, x) is finite, for every x € X. Clearly,
both conditions are fulfilled by the multi-task kernels presented above if the output space ¢ is finite
dimensional, but they become non trivial in the infinite dimensional case. However, it is not clear to
the authors whether either of these two conditions is necessary for universal consistency. We hope
to come back to this problem in the future.

3. Universal Kernels by Features

In this section, we prove that a multi-task kernel is universal if and only if its feature representation
is universal. To explain what we have in mind, we require some additional notation. We let %/ be
a Hilbert space and £(9", W) be the set of all bounded linear operators from 9" to W/. A feature
representation associated with a multi-task kernel K is a continuous function

DX — LY, W)

such that, for every x,t € X

K(x,t) = ®*(x)®(t), (")
where, we recall, for each x € X, ®*(x) is the adjoint of ®(x) and, therefore, it is in L(W,9).
Hence, from now on we call 7/ the feature space. In the case that 9" = R, the condition that
®(x) € L(Y, W) can be merely viewed as saying that ®(x) in an element of %/ . Therefore, at least
in this case we can rewrite Equation (7) as

K(x,t) = (P(x), D(t)) gy- (8)
Another example of practical importance corresponds to the choice 7 = R¥ and & = R", both
finite dimensional Euclidean spaces. Here we can identify ®(x) relative to standard basis of %/ and
9 with the k x n matrix ®(x) = (Prp(X) : r € Ny, p € Ny), where ®, are scalar-valued continuous
functions on X. Therefore, according to (7) the matrix representation of the multi-task kernel K is,
for each x,t € X,
(KOD)pg =Y Prp(X)®rq(t), P,q € Np.
reNg
Returning to the general case, we emphasize that we assume that the kernel K has the representation
in Equation (7), although if it corresponds to a compact integral operator, such a representation will
follow from the spectral theorem and Mercer Theorem (see, e.g., Micchelli et al., 2006).
Associated with a feature representation as described above is the following closed linear sub-
space of C(Z,9)

Co(2.9) = {®(Jw:we W}, ©)
where the closure is taken relative to the norm of C(Z,9"). The continuity of the functions ®*(-)w
follows from the assumed continuity of K(-,-) by

[*(w — D*(tw]|? < [|@*(x) — D" (1)]|2]|w]|Z,,

= [|(@*(x) = @* (1)) (P(x) — D(1))[|[w]|3,
= [IK(xx) +K(t,t) —K(x,t) = K(t,x)]|[w]}Z,-
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Our definition of the phrase “the feature representation is universal” means that Co(Z,9") = C(Z,9")
for every compact subset Z of the input space X. The theorem below demonstrates, as we men-
tioned above, that the kernel K is universal if and only if its feature representation is universal. The
content of Theorem 4 and of the other results of this Section (Lemmas 5, 6 and Proposition 7) are
graphically represented by the diagram in Table 2

Theorem 4 If K is a continuous multi-task kernel with feature representation ®, then for every
compact subset Z of X, we have that Ck (Z,9") = Co(Z,Y).

Proof The theorem follows straightforwardly from Lemmas 5, 6 and Proposition 7, which we
present below.
[ |

As we know, the feature representation of a given kernel is not unique, therefore we conclude by
Theorem 4 that if some feature representation of a multi-task kernel is universal then every feature
representation is universal.

We shall give two different proofs of this general theorem. The first one will use a technique
highlighted in Micchelli and Pontil (2005) and will be given in this section. The second proof will
be given in the next section and uses the notion of vector measure. Both approaches adopt the point
of view of Micchelli et al. (2006), in which Theorem 4 is proved in the special case that 9" = R.

We now begin to explain in detail our first proof. We denote the unit ball in 9 by B :={y:
y € 9,]lyll <1} and let Z be a prescribed compact subset of X. Recall that B is not compact in
the norm topology on 9 unless 9 is finite dimensional. But it is compact in the weak topology
on 9 since 9 is a Hilbert space (see, e.g., Yosida, 1980). Remember that a basis for the open
neighborhood of the origin in the weak topology is a set of the form {y :y € 9", |(y,yi)| < 1,i € Np},
where yi,...,ym are arbitrary vectors in . We put on B; the weak topology and conclude, by
Tychonoff’s theorem (see, e.g., Folland, 1999, p.136), that the set Z x B is also compact in the
product topology.

The above observation allows us to associate 9-valued functions defined on Z to scalar-valued
functions defined on Z x B;. Specifically, we introduce the map | : C(Z,9") — C(Z x B1) which
maps any function f € C(Z,9) to the function 1(f) € C(Z x B,) defined by the action

L(F) 1 (xy) — (F(X),y)y, VY(XY) € (ZxBy). (10)
Consequently, it follows that the map 1 is isometric, since

sup [| £ (x)[lor = sup sup [(f(x),y)o| = sup sup [1(f)(x,y)l,
XEZ XeZ|lyl|<1 XEZYyeBy
where the first equality follows by Cauchy-Schwarz inequality. Moreover, we will denote by
1(C(Z,9)) the image of C(Z,9") under the mapping 1. In particular, this space is a closed lin-
ear subspace of C(Z x B1) and, hence, a Banach space.
Similarly, to any multi-task kernel K on Z we associate a scalar kernel J on Z x B; defined, for
every (X,y), (t,u) € X x By, as

J((xy), (tu)) = (K(x,H)u,y). (11

Moreover, we denote by C;(Z x By) the closure in C(Z x B;) of the set of the sections of the kernel,
{3((%,Y),(+,)) 1 (X,y) € Zx B1}. Itis important to realize that whenever K is a valid multi-task
kernel, then J is a valid scalar kernel.
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CqJ(ZX @1) — CJ(ZX@]_)
CK(Z79/) —_— CCD(Zvy)

Table 2: The top equality is Proposition 7, the bottom equality is Theorem 4 and the left and right
arrows are Lemma 5 and 6, respectively.

The lemma below relates the set Ck (Z,9) to the corresponding set C;(Z x B) for the kernel J
on Z x By.

Lemma5 If Zisacompactsubset of X and K is a continuous multi-task kernel then 1 (Ck (Z,9)) =
Ci(Z % By).

Proof The assertion follows by Equation (11) and the continuity of the map 1. |

In order to prove Theorem 4, we also need to provide a similar lemma for the set Co(Z,9).
Before we state the lemma, we note that knowing the features of the multi-task kernel K leads us to
the features for the scalar-kernel J associated to K. Specifically, for every (x,y), (t,u) € X x Bq, we
have that

\]((X,y),(t,U)) = (LP(X,y),qJ(t,U))w, (12)
where the continuous function W : X x By — W is defined as

W(x,y) =d(x)y, xeX,yc B.

Thus, Equation (12) parallels Equation (8) except that X is replaced by X x B1. We also denote by
Cu(2x B1) = {(W(:),W)qy 1w e W}, the closed linear subspace of C(Z x By).

Lemma6 If Z is a compact subset of X and K is a continuous multi-task kernel with feature
representation @ then 1(Co(Z,9)) = Co(Z X By).

Proof The proof is immediate. Indeed, for eachx € X,w € W,y € 9, we have that (®*(X)w,y)y =
(W, D(X)y) g = (P(X,¥),W) gp. |

To complete the proof of Theorem 4, as illustrated in Table 2 it suffices to show that Cy(Z x
B1) = (3(Z x By). To this end, we review some facts about signed measures and bounded linear
functionals on continuous functions. Let Q be any prescribed compact Hausdorff space and C(Q)
be the space of all real-valued continuous functions with norm || - ||..q. We also use the notation
#(Q) to denote the Borel o-algebra on Q. Now, we recall the description of the dual space of
C(Q). By the Riesz representation theorem, any linear functional L in the dual space of C(Q) is
uniquely identified as a regular signed Borel measure v on Q (see, e.g., Folland 1999), that is,

L(g)= [ aav().  vge (@)
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The variation of v is given, for any E € #(Q), by

IV|(E) ::sup{ EN\V(AJ-)| :{A;j: j € N} pairwise disjoint and UjenAj = E}.
j€

Moreover, we have that ||L|| = ||v||, where ||v|| = |v|(Q) and ||L|| is the operator norm of L defined
by ||L|| = supyg).,o—1/L(9)|. Recall that a Borel measure v is regular if, for any E € 2(X),

V(E) = inf{v(U) :E CU,U open} =sup{v(U) :U C E,U compact}.

In particular, every finite Borel measure on Q is regular, see Folland (1999, p.217). We denote by
M (Q) the space of all regular signed measures on Q with total variation norm. We emphasize here
that the Riesz representation theorem stated above requires the compactness of the underlying space
Q.

As mentioned above, Z x B, is compact relative to the weak topology if Z is compact. This
enables us to use the Riesz representation theorem on the underlying space Q = Z x B; to show the
following proposition.

Proposition 7 For any compact set Z C X, and any continuous multi-task kernel K with feature
representation @, we have that Cy(Z x B1) = C3(Z x B).

Proof For any compact set Z C X, recall that Z x B; is compact if B; is endowed with the weak
topology of . Hence, the result follows by applying Theorem 4 in Micchelli et al. (2006) to the
scalar kernel J on the set Z x B; with the feature representation given by Equation (12). However,
for the convenience of the reader we review the steps of the argument used to prove that theorem.
The basic idea is the observation that two closed subspaces of a Banach space are equal if and only if
whenever a continuous linear functional vanishes on either one of the subspaces, it must also vanish
on the other one. This is a consequence of the Hahn-Banach Theorem (see, e.g., Lax, 2002). In the
case at hand, we know by the Riesz Representation Theorem that all continuous linear functionals
L on C(Z x By) are given by a regular signed Borel measure v, that is for every F € C(Z x B1), we
have that

LF) = [ Feydvixy).
ZX@]_
Now, suppose that L vanishes on C;(Z x B1), then we conclude, by (12), that
0= [ [ (W), Wt u)wdvix y)dvit.u)
ZXB1 J ZX By
Also, since K is assumed to be continuous relative to the operator norm and Z is compact we

have that ||‘P(x,y)\|?w = HW(x)yH?W = (K(X,X)y,Yy) < supycz ||[K(X,X)|| < co. This together with the
equation

imply that the integrand [, 5 W(X,y)dVv(x,y) exists. Consequently, it follows that

[ woxnaviey)| < [ vl avix < skl vz x 8)
ZX By w ZX By X

2

Lo o ). WD) vV D)~ 13
ZXB1 J Zx By

[ wiydvicy)
ZX By

w
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and, so, we conclude that
[ wixydviey) =o. (1)
ZX@l

The proof of Equation (13) and the interpretation of the 7/-valued integral appearing in Equation
(14) is explained in detail in Micchelli et al. (2006). So, we conclude that L vanishes on Cy(Z x By).
Conversely, if L vanishes on Cy(Z x By) then, for any x € Z,y € B;, we have that

/ZX%J((x,y),(t,u))dv(t,u) _ <LIJ(x,y),/Z w(t,u)v(t,u)) —0

X By

that is, L vanishes on C3(Z x By). [ ]

4. Further Perspectivesfor Universality

In this section, we provide an alternate proof of Theorem 4 using the notion of vector measure and
also highlight the notion of the annihilator of a set, a useful tool for our examples of multi-task
kernels in Section 5.

At first glance, the reduction of the question of when a multi-task kernel is universal to the
scalar case, as explained in Section 3, seems compelling. However, there are several reasons to
explore alternate approaches to this problem. Firstly, from a practical point of view, if we view
multi-task learning as a scalar problem we may loose the ability to understand cross task interac-
tions. Secondly, only one tool to resolve a problem may limit the possibility of success. Finally,
as we demonstrated in Section 3 universality of multi-task kernels concerns density in the subspace
C3(Z x By), not the full space C(Z x By), an issue heretofore not considered. Therefore, we can-
not directly employ the methods of the scalar case as presented in (Micchelli et al., 2003) to the
multi-task case.

As we shall see in this section, the concept of vector measure allows us to directly confront the
set C(Z,9) rather than following a circuitous path to C;(Z x B1). However, the basic principle
which we employ is the same, namely, two closed linear subspaces of a Banach space are equal
if and only if whenever a bounded linear functional vanishes on one of them, it also vanishes on
the other one. Thus, to implement this principle we are led to consider the dual space of C(Z,9).
We remark, in passing, that this space also arose in the context of the feature space perspective
for learning the kernel, see Micchelli and Pontil (2005a). For a description of the dual space of
C(Z,9), we need the notion of vector measures and in this regard rely upon the information about
them in Diestel and Uhl, Jr. (1977).

To introduce our first definition, recall that throughout this paper X denotes a Hausdorff space,
Z C X any compact subset of X and #(Z) the Borel o-algebra of Z.

Definition 8 Amap p: #(2) — 9 is called a Borel vector measure if u is countably additive, that
is, W(UT_1Ej) = Y51 H(Ej) in the norm of &, for all sequences {E; : j € N} of pairwise disjoint
sets in A(2)

It is important to note that the definition of vector measure given in Diestel and Uhl, Jr. (1977)
only requires it to be finitely additive. For our purpose here, we only use countably additive mea-
sures and thus do not require the more general setting used in Diestel and Uhl, Jr. (1977).
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For any vector measure |, the variation of y is defined, for any E € £(Z), by the equation

I (E) —sup{ > IIu(A) : {A; 1 j € N} pairwise disjoint and UjenAj = E}.
jeEN

In our terminology we conclude from (Diestel and Uhl, Jr., 1977, p.3) that p is a vector measure if
and only if the corresponding variation || is a scalar measure as explained in Section 3. Whenever
|u|(Z) < oo, we call p a vector measure of bounded variation on Z. Moreover, we say that a Borel
vector measure g on Z is regular if its variation measure || is regular as defined in Section 3.
We denote by M (Z, ") the Banach space of all vector measures with bounded variation and norm

K] = (W (2).
For any scalar measure v € M (Z x By ), we define a 9"-valued function on #(2), by the equa-
tion
HE) = / ydv(x,y), VE € B(2). (15)
Ex B
Let us confirm that 1 is indeed a vector measure. For this purpose, choose any sequence of pairwise
disjoint subsets {E; : j € N} C #(Z), and observe that

5 MEly < S | [ [ avooy)] < iz ),
JeN JEN

which implies that |p|(Z) is finite and, hence, P is a regular vector measure. This observation
suggests that we define, for any f € C(Z,9), the integral of f relative to u as

JL00.au00) = [ [ (£00.y)av(y) (16)

Alternatively, by the standard techniques of measure theory, for any vector measure p € M (Z,9)
the integral / (f(x),du(x)) is well-defined.

One of our goals below is to show that given any vector measure |, there corresponds a scalar
measure v such that Equation (16) still holds. Before doing so, let us point out a useful property
about the integral appearing in the left hand side of Equation (16). Specifically, for any y € 9, we
associate to any u € M (Z,9), a scalar measure y defined, for any E € %(Z), by the equation
Hy(E) := (y,u(E)). Therefore, we conclude, for any f € C(Z), that

JL100.0u00) = [ £6amy (0

To prepare for our description of the dual space of C(Z, "), we introduce, for each f € C(Z,9),
a linear functional L, defined by,

Luf o= [ (100.0u0). (17)
Then, we have the following useful lemmas, see the appendix for their proofs.

Lemma9 Ifpe M(Z2,9)thenLy € C*(2,9) and ||Ly|| = [|u||.

1627



CAPONNETTO, MICCHELLI, PONTIL AND YING

Lemma 10 (Dinculeanu-Singer) For any compact set Z C X, the map u+— L, is an isomorphism
from M (Z,9) to C*(Z2,5).

Lemma 10 is a vector-valued form of the Riesz representation theorem called Dinculeanu-Singer
theorem, (see, e.g., Diestel and Uhl, Jr., 1977, p.182). For completeness, we provide a self-contained
proof in the appendix.

It is interesting to remark that, for any p € M (Z,9") we have established in the proof of Lemma
10 that there exists a regular scalar measure v on Z x B; such that

L, f :/Ml(f(x),y)dv(x,y).

Since we established the isometry between C*(Z,9") and M (Z,9), it follows that, for every regular
vector measure there corresponds a scalar measure on Z x B4 for which Equation (15) holds true.
In order to provide our alternate proof of Theorem 4, we need to attend to one further issue.

Specifically, we need to define the integral / K(t,x)(du(x)) as an element in 9. For this purpose,
z
forany ue M(z,9) andt € Z we define a linear functional L; on 9" aty € 9" as

Ly:= [ (KO )y, du0).

Since its norm has the property ||L¢|| < (supyc [[K(x,t)||)[[u]|, by the Riesz representation lemma,
we conclude that there exists a unique element "y in 9 such that

[ KO0y 8u00) = (7.y):

It is this vector 'y which we denote by the integral/ K(t,x)(du(x)).
Z

Similarly, we define the integral / ®(x)(du(x)) as an element in 7. To do this, we note that
z

[P(X)]| = [|[®*(X)|| and [|D*(x)y||?> = (K(x,X)y,y). Hence, we conclude that there exists a constant

)
K such that, for all x € X, ||®P(x)|| < HK(x,x)H% < K. Consequently, the linear functional L on ‘W
defined, for any w € W, by

L(w) ::/Z<¢*(x)w7du(x)>

satisfies the inequality ||L|| < k||u||. Hence, we conclude that there exists a unique element w € W
such that L(w) = ( w,w) for any w € . Now, we denote w b% ®(x)(dp(x)) which means that
z

(/Z‘D(X)(du(x)),w)W:/Z<q>*(x)W,dp(x)>_ (18)

We have now assembled all the necessary properties of vector measures to provide an alternate
proof of Theorem 4.
Alternate Proof of Theorem 4. We see from the feature representation (7) that

K@) = [ @' 0@00(dut0) = @' 0 [ @eo(due)). vie 2.
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From this equation, we easily see thatif/ ®(x)(du(x)) =0then, foreveryt € Z, / K(t,x)(du(x)) =
z z

0. On the other hand, applying (18) with the choice w = / ®(x)(dp(x)) we get

Z
[ (o) [ o)) = | [ e

Therefore, if, for any t € Z, / K(t,x)(du(x)) = 0 then / d(x)(dp(x)) = 0, or equivalently, by
z z
Equation (18),
/(CD*(X)W,du(x)) =0, YwewW.
Z

Consequently, a linear functional vanishes on Ck (Z,9) if and only if it vanishes on Co(Z,9") and
thus, we obtained that Ck (Z,9") = Co(Z,). [ ]

We end this section with a review of our approach to the question of universality of multi-task
kernels. The principal tool we employ is a notion of functional analysis referred to as the annihilator
set. Recall the notion of the annihilator of a set 7 which is defined by

Vi={peM(z,9) : /Z(v(x),du(x)):&We V}.

Notice that the annihilator of the closed linear span of 7/ is the same as that of 7. Consequently,
by applying the basic principle stated at the beginning of this section , we conclude that the linear
span of ¥ is dense in C(Z,9), that is, span(?’) = C(2,9) if and only if the annihilator 7+ = {0}.
Hence, applying this observation to the set of kernel sections K(Z2) := {K(-,x)y: x€ Z,y € 9} or
to the set of its corresponding feature sections ®(2) := {®*(-)w: w € W}, we obtain from Lemma
10 and Theorem 4, the summary of our main result.

Theorem 11 Let Z be a compact subset of X, K a continuous multi-task kernel, and @ its feature
representation. Then, the following statements are equivalent.

1. &(2,9)=C(2,9).
2. Co(2,9) =C(2,9).
3. K(Z)iz{uefM(Z,y) b JZK(tx)(du(x) =0, wez}:{o}.

4. O(Z)- = {p €M(Z,7) 1 [, P(X)(du(X)) = 0} = {0}.

5. Universal Kernels

In this section, we prove the universality of some kernels, based on Theorem 11 developed above.
Specifically, the examples highlighted in Section 2 will be discussed in detail.

Kernel’s universality is a main hypothesis in the proof of consistency of learning algorithms.
Universal consistency of the regularized least-squares algorithm over vector-valued RKHS was
proved in Caponnetto and De Vito (2006); there, it was assumed that, in addition to universality
of the kernel, the trace of the operators K(x,x) is finite. In particular, this extra condition on the
kernel holds, for the Example 1 highlighted in Section 2, when the operators Bj are trace class,
and does not hold for Example 4. It is not clear to the authors whether the finite trace condition is
necessary for consistency.
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5.1 Product of Scalar Kernels and Operators

Our first example is produced by coupling a scalar kernel with an operator in £, (9"). Given a scalar
kernel G on X and an operator B € L, (97), we define the function K : X x X — L(9) by

K(x,t) =G(x,t)B, Wx,te X. (19)

Forany {xje X:jeNp}and{y; €9 : je Ny}, we know that (G(xi,X;))i jen, and ((BYi,Yj) )i jeNm
are positive semi-definite. Applying Schur’s lemma implies that the matrix (G(xi,X;)(BYi,Yj))i,jeNm
is positive semi-definite and hence, K is positive semi-definite. Moreover, K*(x,t) = K(x,t) =
K(t,x) for any x,t € X. Therefore, we conclude by Definition 1 that K is a multi-task kernel.

Our goal below is to use the feature representation of the scalar kernel G to introduce the corre-
sponding one for kernel K. To this end, we first let %/ be a Hilbert space and @: X — 7/ a feature
map of the scalar kernel G, so that

G(X7t) = ((P(X)v(P(t))wv Xt e X.

Then, we introduce the tensor vector space W & 9. Algebraically, this vector space is spanned by
elements of the formw®y withw e W,y € 9. Forany w; ®y1,Wo @Yy, € W 9 and ¢ € R, there
holds the multi-linear relation

CWRY=WRCcYy =C(W®Y), (W1+W2)RQY=W1QYy+W2RY,

and
WR(Y1+Y2) =WRY1+W®RY>

We can turn the tensor space into an inner product space by defining, for any w1 ® y1,Wo ® yo €

(W®9/‘,
(W1 @Y1, W2 ®Y2) = (W1,W2) 99 (Y1,Y2) o

and extending by linearity. Finally, taking the completion under this inner product, the vector space
W QY becomes a Hilbert space. Furthermore, if % and 9 have orthonormal bases {w; : i € N}
and {y; : i € N} respectively, then W & 9 is exactly the Hilbert space spanned by the orthonormal
basis {w; ®yj : i, j € N} under the inner product defined above. For instance, if W = R¥ and
Y =R", then WX Y =R

The above tensor product suggests that we define the map ® : X — L(9, W ® %) of kernel K
by

DXy :=@0x)@VBy, YXEX,ye,

and it follows that ®* : X — L(W ®9,9) is given by
P (X)(WRY) = (Q(X),W)4pVBy, Yx€X,we W, andyc 9. (20)

From the above observation, it is easy to check, for any x,t € X and y,u € 9, that (K(x,t)y,u) =
(P(x)y, P(t)u). Therefore, we conclude that @ is a feature map for the multi-task kernel K.

Finally, we say that an operator B € L, () is positive definite if (By,y) is positive whenever y
is nonzero. We are now ready to present the result on universality of kernel K.

Theorem 12 Let G : X x X — R be a continuous scalar kernel, B € £, (9) and K be defined by
Equation (19). Then, K is a multi-task universal kernel if and only if the scalar kernel G is universal
and the operator B is positive definite.
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Proof By Theorem 11 and the feature representation (20), we only need to show that ®(Z)+ = {0}
if and only if G is universal and the operator B is positive definite.

We begin with the sufficiency. Suppose that there exists a nonzero vector measure p such that,
foranyw®y e W 9, there holds

(@ 00w ). dux)) = [ (@00.w)(VBy.du(x)) = . @
Z VA

Here, with a little abuse of notation we interpret, for a fixedy € 9, (\/Ey, du(x)) as a scalar measure
defined, for any E € #(Z2), by

[ (VBy.du(0) = (VBy.u(E))

Since p € M(z,9), (vBy,du(x)) is a regular signed scalar measure. Therefore, we see from (21)
that (v/By,du(x)) € @(z)* for any y € . Remember that G is universal if and only if ¢( Z)* = {0},
and thus we conclude from (21) that (+/By, du(x)) =0 forany y € 9. It follows that (v/By, u(E)) =0
forany y € 9 and E € %(2). Thus, for any fixed set E taking the choice y = vBU(E) implies
that (BU(E),u(E)) = 0. Since E is arbitrary, this means p = 0 and thus finishes the proof for the
sufficiency.

To prove the necessity, suppose first that G is not universal and hence, we know that, for some
compact subset Z of X, there exists a nonzero scalar measure v € M (Z) such that v € @(2)+, that

is, / (@(x),w)dv(x) = 0 for any w € 9. This suggests to us to choose, for a nonzero yg € 9, the
Z

nonzero vector measure u = yov defined by p(E) :=yov(E) for any E € #(Z). Hence, the integral
in Equation (21) equals

L@ 0wey), dux) = (VBY.Yo) [ (900, w)apdv(x) =0.
V4 V4

Therefore, we conclude that there exists a nonzero vector measure y € qJ(Z)i, which implies that
K is not universal.

If B is not positive definite, namely, there exists a nonzero element y; € 9 such that (By1,y1) =
0. However, we observe that ||v/Byz||? = (By1,y1) Which implies that /By; = 0. This suggests to
us to choose a nonzero vector measure g = y1V with some nonzero scalar measure v. Therefore, we
conclude, forany w € W andy € 9, that

W) 5pdV(X)

W) 4pdv(x) =0,

/Z(¢*(X)(W®y),du() = (VBY,y1)
= (y,vBy1)

JACS
JACS

which implies that the nonzero vector measure p € ®(z)=. This finishes the proof of the theorem. I

In the special case 9 = R", the operator B is an n x n positive semi-definite matrix. Then,
Theorem 12 tells us that the matrix-valued kernel K(x,t) := G(x,t)B is universal if and only if G is
universal and the matrix B is of full rank.
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We now proceed further and consider kernels produced by a finite combination of scalar kernels
and operators. Specifically, we consider, for any j € Np, that Gj : X x X — R be a scalar kernel
and Bj € L, (97). We are interested in the kernel defined, for any x,t € X, by

Kx,t):== > Gj(xt)Bj.
jeNm

Suppose also, for each scalar kernel Gj, that there exists a Hilbert feature space 7/ and a feature
map @; : X — W,.

To explain the associated feature map of kernel K, we need to define its feature space. For this
purpose, let Hj be a Hilbert space with inner products (-,-); for j € Ny and we introduce the direct
sum Hilbert space @ jen,,Hj as follows. The elements in this space are of the form (hy,...,hy) with
hj € Hj, and its inner product is defined, for any (hy,...,hm), (h3,....hf) € ®jen,Hj, by

<(h1,...,hm),( Ilv7h:n)> = z (hJ’hlj)J

j€Nm

This observation suggests to us to define the feature space of kernel K by the direct sum Hilbert
space W = Djen,(Wj®9), and itsthe map @ : X — L(Y, W), forany x € X andy € ', by

D(X)Y = (@1(X) @ VB1 Y; ..., 0n(X) ©vBn y). (22)

Hence, its adjoint operator ®* : X — L(®jen, (W ®9),9) is given, for any (W1 ®Y1,...,Wn ®
ym) S EBjéNm(q/Vj ®9/)1 by

O (X) (W1 @Y1, W @Ym)) == 5 (@5(X),Wj)an; /Bj Yj-

j€Nm

Using the above observation, it is easy to see that, for any x,t € X, K(x,t) = ®*(x)P(t). Thus K is
a multi-task kernel and @ is a feature map of K.
We are now in a position to state the result about the universality of the kernel K.

Theorem 13 Suppose that Gj : X x X — R is a continuous scalar universal kernel, and Bj
L, () for j € Np. Then, K(x,t) := ¥ jen,, Gj(X,1)Bj is universal if and only if ¥ jcy, Bj is pos-
itive definite.

Proof Following Theorem 11, we need to prove that ®(z)+ = {0} for any compact set Z if and
only if ¥ ;cn,, Bj is positive definite. To see this, observe that | € ®(z2)* implies, for any (w; ®
Y1, s Wi ®@Ym) € Djen, (W @9), that

/Z > (9100, Wj) gy (v/Bj ¥j, du(x)) =0.

j€Nm

Since wj € W is arbitrary, the above equation is equivalent to
/Z(cpj(x),w,-)m(w/s,- yi,du(x)) =0, Ywj € Wy, € ¥ and j € Ny, 23)

which implies that (/Bj yj,di(x)) € ¢(2)* for any j € Np. Recall that Gj is universal if and only
if o 2)* = {0}. Therefore, Equation (23) holds true if and only if

(W(E),+/BjYj) = (v/BJH(E),y}) =0, VE€#(2), yjey,jeNn. (24)
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To move on to the next step, we will show that Equation (24) is true if and only if
(W(E),Bju(E)) =0, VE € #(2),] € Nn. (25)

To see this, we observe, for any j € Ny, that ||/B;u(E) 12 = (4(E),Bju(E)). Hence, Equation (25)
implies Equation (24). Conversely, applying Equation (24) with the choice y; = p(E) directly yields
Equation (25).

Moreover, we know, for any y € 9" and j € Ny, that (Bjy,y) is nonnegative. Therefore, Equation
(25) is equivalent to that

(( Z Bj)U(E),u(E)) =0, VE € B(2). (26)
jeNm

Therefore, we conclude that it € ®(z)* if and only if the above equation holds true.
Obviously, by Equation (26), we see that if ¥ ;o Bj is positive definite then | = 0. This means
that kernel K is universal. Suppose that } jcy,,Bj is not positive definite, that is, there exists a

1
nonzero yo € 9 such that || (3 jew,, Bj) 2Yoll? := ((3 jen,, Bi)Yo,Yo) = 0. Hence, choosing a nonzero

vector measure | := ygv, with v a nonzero scalar measure, implies that Equation (26) holds true
and, thus kernel K is not universal. This finishes the proof of the theorem. |

Now we are in a position to analyze Examples 1 and 4 given in the Section 2. Since the function
K considered in Example 1 is in the form of (22), we conclude that it is a multi-task kernel.

We now discuss a class of kernels which includes that presented in Example 4. To this end,
we use the notation Z, = {0} UN and, for any smooth function f : R™ — R and index a =
(aq,...,0y) € Z7, we denote the a-th partial derivative by 0°f(x) := aali‘:‘% Then, recall
that the Sobolev space WX with integer order k is the space of real valued functions with norm
defined by

= /Rm\aﬂf(x)|2dx, 27)

where [a| = ¥ jen,, 0, see Stein (1970). This space can be extended to any fractional index s > 0.
To see this, we need the Fourier transform defined, for any f € LY(R™), as

f(g) = / e 2O f(x)dx,  VEER™,

see Stein (1970). It has a natural extension to L?(R™) satisfying the Plancherel formula || f | L2mm) =
I fHLz(Rm). In particular, we observe, for any o = (01,...,0m,) € ZT and & = (§1,...,&m) € R™, that

@\f(ﬁ) = f(&)(2mi&;)% ... (2m&y,)%m. Hence, by Plancherel formula, we see, for any f € WK with
k € N, that its norm || f ||y« is equivalent to

NI

( /Rm<1+4n||2||2>k|f‘ &) 2d£> .

This observation suggests to us to introduce fractional Sobolev space W* (see, e.g., Stein, 1970)
with any order s > 0 with norm defined, for any function f, by

11 = [ (428128 (&) P,
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Finally, we need the Sobolev embedding lemma which states that, for any s > 7, there exists an
absolute constant ¢ such that, for any f € WS and any x € R™, there holds

[F0O <cl[ fllws,

(see, e.g., Folland, 1999; Stein, 1970).
The next result extends Example 4 to multivariate functions.

Proposition 14 Let 9 = L?(RY), X = R and # be the space of real-valued functions with norm

112:= [0 0+ 5 0 o

Then this is an RKHS with universal multi-task kernel given, for every x,t € X by
(K(x,t)y)(r) =e ™" / T ly(s)ds, wye o, reRry. (28)
R

Proof For any fixed t € RY, it follows from the Sobolev embedding lemma that

OGOl < el (1) lwe-

Combining this with the definition of Sobolev space W given by Equation (27), we have that

116013 < [ 110t

of 2
—c2 of oo
=C /Rd /R‘f X,t)‘ +‘ax(x,t)| dt)dxgc 117

Since, forany y € By and x € R, [(y, f (X))o | < [IlY[lo [T (X) |l < || f(X)||, by the above equation
there exists a constant ¢’ such that, foranyy € B;,x e Rand f € A,

[y, F ()| <[]

Hence, by the Riesz representation lemma, # is an RKHS (Micchelli and Pontil, 2005).
Next, we confirm Equation (28) is the kernel associated to #. To this end, it suffices to show
that the reproducing property holds, that is, forany f € H,y € 9 andx € X

(y7 f(x))y = <KXy7 f>7 (29)

where (-, ) denotes the inner product in .
By the Plancherel formula, we observe that the left-hand side of Equation (29) equals

[y [ e o fendear= [ [ gme e nedn

On the other hand, note that Kyy(x’) := K(x,x)y € 9, and consider its Fourier transform

(ReonED) = [ [ e 86 280K (¢ xy) (rdrdx.
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Using Equation (28) and the Plancherel formula, the integral on the right hand of the above equation
is equal to
e k) J(1)
(1+412[E12) (14 4m2|1)2) %%
However, the right-hand side of Equation (29) is identical to

(30)

/Rd/R(K(»X)y)(E,T) f(€,1)(1+412[E[2) (1 + 412)|7)|?) % ddE.

Putting (30) into the above equation, we immediately know that the reproducing property (29) holds
true. This verifies that K is the reproducing kernel of the Hilbert space 4.

To prove the universality of this kernel, let Z be any prescribed compact subset of X, we define
the Laplace kernel, for any x,t € R, by G(x,t) := e~*~| and the operator B : L?(RY) — L?(RY) by

Bg(r) := /de‘”r‘s”g(s)ds, VreRd
R

Then, K(x,t) = e~*~!IB and moreover

Bim=cs—— 9 (31)

d

(1+4m@(t)?) =

By Theorem 12, it now suffices to prove that G is universal and B is positive definite. To this
end, note that there exists ¢q such that

efZT[i(Xft,Q
G(X,t) == Cd/R1_’_4_,_[2’2’2

Since the weight function 1+47T1r2\2|2 is positive, G is universal according to Micchelli et al. (2003).
To show the positive definiteness of B, we obtain from Equation (31) and the Plancherel formula
that

dg.

g0
B ’ =C / +1°
PO feo 0 arelefp) 7

From this observation, the assertion follows. [ |

We now discuss continuous parameterized multi-task kernels. For this purpose, let Q be a locally
compact Hausdorff space and, for any w € Q, B(w) be an n x n positive semi-definite matrix. We
are interested in the kernel of the following form

K(x,t):/Qe(w)(x,t)s(w)dp(w), VXt € X, (32)

where p is a measure on Q. We investigate this kernel in the case that, for any w € Q, G(w) is
a scalar kernel with a feature representation given, for any x,t € X, by the formula G(w)(x,t) =

{(@(X), @(t)) 4. Now, we introduce the Hilbert space W = L?(Q, W ® 9, p) with norm defined,
forany f: Q — W9, by

712, 2= 170 ey @p(ed).
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Next, we defineamap @ : X — L(9,L3(Q, W®Y,p)), forany x € X and w € Q, by

D(X)y(w) := @u(X) @ (v/B(W)y).

By an argument similar to that used just before Theorem 13, we conclude that K is a multi-task
kernel and has the feature map ® with feature space /.
We are ready to present a sufficient condition on the universality of K.

Theorem 15 Let p be a measure on Q and for every w in the support of p, let G(w) be a continuous
universal kernel and B(w) a positive definite operator. Then, the multi-task kernel K defined by
Equation (32) is universal.

Proof Following Theorem 11, for a compact set Z C X suppose that there exists a vector measure
u such that

[0 VB@)(@n(0) =0

Therefore, there exists a wp € support(p) satisfying |, @y, (X) @ 1/B(wo) (du(x)) = 0. Equivalently,
L2 @ (X) (1/B(wo)du(x),y) =0 for any y € 9. Since we assume G(wy) is universal, appealing to
the feature characterization in the scalar case (Micchelli et al., 2006) implies that the scalar measure
(1/B(wp)du(x),y) = 0. Consequently, we obtain that u = 0 since y € 9 is arbitrary. This completes
the proof of this theorem. |

Next we offer a concrete example of the above theorem.

Example 5 Suppose the measure p over [0, o) does not concentrate on zero and B(w) be a positive
definite n x n matrix for each w € (0,). Then the kernel K(x,t) = f5* e~ “I*~tI’B(w)dp(w) is a
multi-task universal kernel.

Further specializing this example, we choose the measure p to be the Lebesgue measure on
[0,00) and choose B(w) in the following manner. Let A be n x n symmetric matrices. For every
w > 0, we define the (i, j)-th entry of the matrix B(w) as e~®4i, i, j € Ny,. Recall that a matrix A is
conditionally negative semi-definite if, for any ¢; € R,i € Ny with ¥, ¢i = 0, then the quadratic
form satisfies ¥ jen, CiAijcj < 0. A well-known theorem of 1. J. Schoenberg (see, e.g., Micchelli,
1986) state that B(w) is positive semi-definite for all w > 0 if and only if A is conditionally negative
semi-definite. Moreover, if the elements of the conditionally negative semi-definite matrix A satisfy,
for any i, j € Ny, the inequalities Ajj > %(An +Ajj) and A;ji > 0, then B(w) is positive definite
(Micchelli, 1986). With this choice of A, the universal kernel in Example 5 becomes

1 ..

5.2 Transformation Kernels

In this subsection we explore matrix-valued kernels produced by transforming scalar kernels. To
introduce this type of kernels, let 9 =R" , X be a Hausdorff space and T, be a map from X to
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X (not necessary linear) for p € N,. Then, given a continuous scalar kernel G : X x X — R, we
consider the matrix-valued kernel on X defined by

n

K(x,t) 1= (G(Tpx,th))pqil, Yx,t € X, (33)

Proposition 16 Let G be a scalar kernel and K be defined by (33). Then, K is a matrix-valued
kernel.

Proof ForanymeN, {y;:y; € R"i € Ny} and {x; : X € X,i € Ny} then

> i K&LX)Y) = D YeiYaiG(Tpxi, ToXj).-
isjeNm pv' q/J
Since G is a scalar reproducing kernel on Z, the last term of the above equality is nonnegative, and
hence K is positive semi-definite matrix-valued kernel. This completes the proof of the assertion. l

We turn our attention to the characterization of the universality of K defined by Equation (33).
To this end, we assume that the scalar kernel G has a feature map @ X — W and define the
mapping ®(x) : R" — 7/, for any y = (y1,...,Yn) € R", by ®(X)y = ¥ pen, Yp®(Tpx). Its adjoint
operator @(x)* : W — R" is given, forany w € W, as ®*(x)w = ((@(T1X), W) gy, . . ., (@(TnX), W) g4).
Then, for any x,t € X, the kernel K(x,t) = ®*(x)®(t) and thus, we conclude that 74/ is the feature
space of K and @ is its feature map.

We also need some further notation and definitions. Foramap T : X — X, we denote its range
space by TX :={Tx:xe X}and T 1(E) := {x: Tx € E} forany E C X. In addition, we say that
T is continuous if T~1(U) is open whenever U is a open set in X. Finally, for any scalar Borel
measure v on X and a continuous map T from X to X, we introduce the image measure voT ~% on
X defined, forany E € Z(X), by (voT 1)(E):=v({xe X : Tx€E}).

We are ready to state the result about universality of the kernel K in Equation (33).

Proposition 17 Let G be a scalar universal kernel, Tp : X — X be continuous for each p € Ny and
define the kernel K by Equation (33). Then K is universal if and only the sets To.X, q € Ny, are
pairwise disjoint and T is one-to-one for each g € Nj,.

Proof Following Theorem 11, for any compact set Z C X, it suffices to verify the equation
®(z2)*+ = {0}. Before doing so, we recall that, by Lemma 10 and the remark which followed
it, for any vector measure p € M (Z,R"), there exists a scalar regular measure v € M (Z x B1) such

that
du(t) = (/%yld\)(t,y),---,/%ynd\)(t,y))-

Hence, any vector measure i can be represented as L = (U1, . . ., in) Where each y; is a scalar measure.
Then, 4 € ®(Z)* can be rewritten as

3 [ o) =o.

Equivalently, if Z:= Ugen, TqZ We conclude that

/2 92)d( Y HaoTy ) (@) =0.

geNy
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Since Tq is continuous for any q € Ny, the range space T,.Z is compact and so is Z. Recall from
Micchelli et al. (2006) that the scalar kernel G is universal on Z if and only if its feature map @ s
universal on Z . Therefore, the above equation is reduced to the form

Z Hq qu_l =0.
qeNy

Consequently, we conclude that K is universal if and only if

{(,- k) 0 Y HgoTy =0} ={0}. (34)

qeNy

With the above derivation, we can now prove the necessity. Suppose that {TqX : g € Ny} is not
pairwise disjoint. Without loss of generality, we assume that T1 X N To.X # 0. That means there exists
X1,X2 € X such that Tyxg = ToXo = Zo. Let g = 0 for g > 3, and denote by d,_y the point distribution
at X' € X. Then, choosing p1 = &—x,, and Pz = —8x—x, implies that Equation (34) holds true. By
Theorem 11 in Section 4, we know that K is not universal. This completes the first assertion.

Now suppose that there is a map, for example Ty, which is not one-to-one. This implies that
there exists X1,X2 € X, X1 # X2, such that Tpxy = Tpx2. Hence, if we let g = 0 for any q # p and
Mp = Ox=x; — Ox=x, then ¥ qen, Mg qu*1 =0,. But up # 0, hence, by Theorem 11, K is not universal.
This completes the our assertion.

Finally, we prove the sufficiency. Since L4 qu‘l only lives on ToX and {TqX : q € Np} is
pairwise disjoint, then ¥ ;i Hq qu—l = 0 is equivalent to gq qu‘l = 0 for each q € N. How-
ever, since Ty is one-to-one, E = Tq‘l(Tq(E)) for each Borel set E € #(X). This means that
Hq(E) = g qu—l(Tq(E)) =0 forany E € #(X). This concludes the proof of the proposition. W

We end this subsection with detailed proofs of our claims about the examples presented in
Section 2. Indeed, we already proved the positive semi-definiteness of the kernel in Example 2 by
Proposition 16. Below, we prove the claim that the function K given by Equation (6) is not a kernel
in general.

Proposition 18 Let opq > 0 and apgq = 0gp for any p,q € Ny,. Then, the matrix-valued function
defined by

n
K(x,t) := (e—oquX—YH2> , IXtex
p.a=1

is a multi-task kernel if and only if for some constant o, opq = o for any p,q € N,

Proof When (opq)”‘ _, Is a constant matrix then K is positive semi-definite. Conversely, suppose
K is a multi-task kernel which means, for any m € N and x; € X with i € Ny, that the double-indexed
nm x nm matrix

(G((, p), (i, @) = el sl) (35)

(i’p)v(LQ)QNmXNn
is positive semi-definite.
We choose any distinct positive integers po and go. In Equation (35), we specify any m,n with
m > n such that po,do € Nm, X1,...,Xn With Xp, 7# Xg, and set ¢ = ||Xp, — qu\|2. Therefore, we
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conclude that the matrix

1 1 eXp{—COpopy} EXP{—COpyqo }
1 1 eXp{ _COQO Po} exp{ _CGQOQO }
eXp{—COpgpy} EXP{—COpyqo} 1 1

eXp{—COqopo} EXP{—COqqqo } 1 1

is positive semi-definite. Consequently, the determinant of its 3 x 3 sub-matrix in the upper right

hand corner, which equals — [exp{—COpyp, } — eXp{—COqqp, }| ? is nonnegative. Therefore, we con-
clude that Gp,p, = Tgopo- [

5.3 Hessian of Gaussian Kernels

In this subsection we consider the universal example of the Hessian of scalar Gaussian kernels
(Example 3 in Section 2). To introduce this type of kernels, we let X = 9 = R" and G be a
Gaussian kernel with deviation o, that is, for any x € R", G(x) = e IXI/9 with ¢ > 0. Then, the
Hessian matrix of the kernel G is

K(x,t) = (— (apaqc;)(x—t));q_1 Vx,t € R". (36)

and so alternatively, K has the form
K(x,t) = 4m(2o)" / e2n— 18 ggTg0lEl g 37)
Rn

Corollary 19 Letn>1and K : R" x R" — R"" be defined by (36). Then, K is a matrix-valued
kernel which is universal if and only if n = 1.

Proof The fact that K is positive semi-definite directly follows from the observation, forany m € N,
{yi:yi€e R"ieNy}and {xi:x € X,i € Ny}, that

2

Z <yi’E>ezm<Xi7£> efGHEHZdE_

1ENy

> i, K(xixj)yj) :4”(2”°)n/2/n

i:LGNm

In order to prove the universality of K, we follow Theorem 11. For this purpose, we assume that
Z is a compact subset of X and p € K (2)*, that is,

/K(x,t)(dp(t)) —0 Wxez (38)
y
By Equation (37), this equation is equivalent to
/ e2i(E) g o—0l€]? / e~ 28 (£ du(t))dE =0, Wx e 2,
n Z

which implies, by integrating both sides of this equation with respect to x € R", that

/ e—olEl?

2

e au)| dg —o.
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Consequently, Equation (38) is identical to the equation
/Z e 2 (E du(t) =0,  VEER".
If n =1, the above equation means that
/Z e MGty =0, VEER.
Taking the k-th derivative with respect to & of both sides of this equation and set & = 0, we have, for

every k € N, that
/tkdp(t) =0.
Z

Since polynomials are dense in C(Z), we conclude from the above equation that p = 0. Hence, by
Theorem 11, the kernel K is universal when n = 1.

If n > 2, we choose g = 0 for g > 3 and dp(t) = dty(d,—1 — &,——1) |‘|?):36tp:0 and dux(t) =
(Ot,=—1—Oyy—1)dt2 |‘|g:3 d,—0, and note that

[ e duy(t) = (~2risin(argz)) e
e e
and .
[ e () = (2risin(arts)) o
(=12 ')

Therefore, we conclude that

—2mi(t,E) _
J e I ) =8

| ]e-zm<t,.a>dul(t)+£z / e 28 dyp(t) = 0.
—1,4n

-1,

Hence, the kernel K is not universal when n > 2. |

5.4 Projection Kernels

In the final subsection we introduce a class of multi-task kernels associated with projection operators
of scalar kernels.

We start with some notation and definitions. Let X C RY, Q C R™ be a compact set and
9 =L?(Q). We also need a continuous scalar kernel G : (X x Q) x (X x Q) :— R with a fea-
ture representation given, for any x,x’ € X and t,s € Q, by

G((x,1),(x',8)) = (@(x,1), O(X',5)) - (39)

Then, the projection kernel K : X x X — £(9,9) is defined, for any f € L?(Q), by
(K(x,x) f)(t) ::/G((x,t),(x’,s))f(s)ds, Vx,xX' e X, teR. (40)
Q
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We first show that K is a multi-task kernel. To see this, forany m € N, {x; : xi € X,i € Ny}, and
{yi :yi € L3(Q),i € Ny} there holds

S jern(KOGX Y300 = Sijer, [ [ G060, (¢1.5)yi(s)yi(D)dtds
[ otx.9y(sas

2
= ZiENm > 07

which implies that K is a kernel.
To investigate its universality from the feature perspective, we define the mapping @ : X —
L(Y, W), forany x e X andy € &, by

D(X)y = /Q ®(x,8)y(s)ds,

and also its adjoint operator @* is given, for any w € W, by ®*(x)w = (@(x,-),w),. Hence, for any
x,X" € X, we conclude that K(x,x") = @*(x)®(x") which implies that K is a multi-task kernel and ®
is its associated feature map.

Our next goal is to prove the universality of K.

Theorem 20 Let G and K be defined as in Equations (39) and (40). If G is a universal scalar kernel
then K is a universal multi-task kernel.

Proof By Theorem 11, it suffices to show that, for any compact Z C X, whenever there exists a
vector measure [ such that

[ @09(dut0) o,
Z

then p = 0. Note that p is an L2(Q)-valued measure. Hence, y can alternatively be interpreted as a

measure W(-,-) on Z x Q defined, forany E € #(Z) and E' € B(Q), by u(E,E’) := / U(E)(s)ds.
El

From this observation, we know that

/Z D (x)(dp(x)) = /Z /Q o(x,8)du(x.s).

Since Z and Q are both compact, then Z x Q is also compact by Tychonoff theorem (Folland, 1999,
p.136). By assumption, G is universal on X x Q and @is its feature map, and thus we conclude that
the scalar measure du(x, s) is the zero measure. This means that, forany E € #(Z) andE’ € #(Q),

/,u(E)(s)ds —0.

Since E, E’ are arbitrary, we conclude that the vector measure g = 0 which completes the assertion.
[ |
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6. Conclusion

We have presented a characterization of multi-task kernels from a Functional Analysis perspective.
Our main result, Theorem 4 established the equivalence between two spaces associated with the
kernel. The first space, Ck(Z,9), is the closure of the linear span of kernel sections; the second
space, Co(Z,9), is the closure of the linear span of the features associated with the kernel. In
both cases, the closure was relative to the Banach space of continuous vector-valued functions. This
result is important in that it allows one to verify the universality of a kernel directly by considering
its features.

We have presented two alternate proofs of Theorem 4. The first proof builds upon the work
of Micchelli et al. (2006) and the observation that a multi-task kernel can be reduced to a standard
scalar-valued kernel on the cross product space Z x 9. The second proof relies upon the theory of
vector-measures. This proof is constructive and provides necessary and sufficient conditions on the
universality of a multi-task kernel. They are summarized in Theorem 11, which is our main tool for
verifying the universality of a multi-task kernel.

In both proofs, an important ingredient is a principle from Functional Analysis, which uses the
notion of the annihilator set. This principle, which is a consequence of the Hahn-Banach Theorem,
states that two closed linear subspaces of a Banach space—in our case Ck(2,9") and Co (2,9 )—
are equal if and only if whenever a bounded linear functional vanishes on one of them, it also
vanishes on the other one.

A substantial part of the paper has been devoted to present several examples of multi-task ker-
nels, some of which are valuable for applications. Although much remains to be done on developing
applications of the theory of universal kernels, we hope that our theoretical findings, as they are il-
lustrated through the examples, will motivate further work on multi-task learning in applied machine
learning.
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Appendix A.

This appendix gives the proof of Lemmas 9 and 10 in Section 4.
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Proof of Lemma 9 By the definition of the integral appearing in the right-hand side of equation it
follows (17) (see, e.g., Diestel and Uhl, Jr., 1977), forany f € C(Z,9), that

Ly f < [lulisup [IFC0) ]
XeZ

Therefore, we obtain that ||L,|| < ||p||, and thus L, € C*(Z,9).

To show that ||L|| = ||p||, it remains to establish that ||u|| < |[Ly||. To this end, for any &> 0
and, by the definition of ||u||, we conclude that there exist pairwise disjoint sets {A; : j € Ny}
such that Ujen,Aj € Z and [Ju]| := [u|(Z) < €+ Y jen, [M(Aj)|ly. We introduce the functlon g=

Y jeN, WXAJ which satisfies, for any x € Z, the bound ||g(x)||o < 1. Since |y is a regular

measure on 2, applying Lusin’s theorem (Folland, 1999, p.217) to the function Xa,, there exists a
real-valued continuous function fj € C(Z) such that | fj(x)| < 1 forany x € Z and fj = Xa;, except
on a set Ej with |p|(Ej) < (n+l€)21+1' We now define a function h: 9 — 9 by setting h(y) =,
if HyHy <1landh(y) = W if ly|ly- > 1, and introduce another function in C(2,9") given by

fe =Y jeN, Hu(( ATy fj. Therefore, the function f = ho fisinC(Z,9) as well, because f € C(Z,7)

and, foranyy,y’ € 9, |[h(y) —h(Y')||y <2|ly—Y'||y. Moreover, we observe, for any x € (U,eNnEJ)C,
that f(x) = g(x) and, for any x € Z, that | f(x)||o < 1.
We are now ready to estimate the total variation of . First, observe that

L1160 =000lly A0 < Y (n+DIM(Ep <

j€Ny

and consequently we obtain the inequality

Iul sz,-eNnnu(Aj)Hﬁe— / (9(4),d(x) +

g‘/z(f(x)— +\/ ) +e

< [ 1100 =90l dui(x )+HLuH+8328+HLuH-

This finishes the proof of the lemma. |
We proceed to the proof of Lemma 10.

Proof of Lemma 10 For each u € M (X, "), there exists an Ly, € C*(Z,9") given by Equation (17).
The isometry of the map p — L, follows from Lemma 9.

Therefore, it suffices to prove, for every L e C*(2,7), that there is a u € M (Z,9) such that
L, = L. To this end, note that Lo1~% € G*(Z x By) since 1 is an isometric map from C(Z,9)
onto G (Z x By) defined by Equation (10). Since G (Z x B1) is a closed subspace of C(Z x By),
applying the Hahn-Banach extension theorem (see, e.g., Folland, 1999, p.222) yields that, for any
L € G*(Z x By), there exists an extension functional L € C*(Z x By) such that L(F) = Lo1~(F)
forany F € G (Z x B1). Moreover, recalling that Z x B, is compact if B; is equipped with the weak
topology, by the Riesz representation theorem, for any L, there exists a scalar measure v on Z x By
such that

[(F) :/ZXBlF(x,y)dv(x,y), VF € C(Z % By).
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Equivalently, for any f € C(Z,9) there holds

f=CorF)= [ Fleydvey) = [ (100.du00) = Ly,

where  is defined i terms of v as in Equation (15).
This finishes the identification between functionals in C(Z,9”) and vector measures with bounded
variation. |
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