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Abstract

One often wants to estimate statistical models where the probability density function is
known only up to a multiplicative normalization constant. Typically, one then has to resort
to Markov Chain Monte Carlo methods, or approximations of the normalization constant.
Here, we propose that such models can be estimated by minimizing the expected squared
distance between the gradient of the log-density given by the model and the gradient of
the log-density of the observed data. While the estimation of the gradient of log-density
function is, in principle, a very difficult non-parametric problem, we prove a surprising
result that gives a simple formula for this objective function. The density function of the
observed data does not appear in this formula, which simplifies to a sample average of a
sum of some derivatives of the log-density given by the model. The validity of the method
is demonstrated on multivariate Gaussian and independent component analysis models,
and by estimating an overcomplete filter set for natural image data.

Keywords: statistical estimation, non-normalized densities, pseudo-likelihood, Markov
chain Monte Carlo, contrastive divergence

1. Introduction

In many cases, probabilistic models in machine learning, statistics, or signal processing are
given in the form of non-normalized probability densities. That is, the model contains an
unknown normalization constant whose computation is too difficult for practical purposes.

Assume we observe a random vector x € R™ which has a probability density function
(pdf) denoted by px(.). We have a parametrized density model p(.; @), where 0 is an m-
dimensional vector of parameters. We want to estimate the parameter 8 from x, i.e. we
want to approximate px(.) by p(.; é) for the estimated parameter value 6. (We shall here
consider the case of continuous-valued variables only.)

The problem we consider here is that we only are able to compute the pdf given by the
model up to a multiplicative constant Z(0):

p(§;0) = q(&;0).

1
Z(0)
That is, we do know the functional form of ¢ as an analytical expression (or any form that

can be easily computed), but we do not know how to easily compute Z which is given by
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an integral that is often analytically intractable:
20)= [ a(0)de.
£ER

In higher dimensions (in fact, for almost any n > 2), the numerical computation of this
integral is practically impossible as well.

Usually, estimation of non-normalized models is approached by Markov Chain Monte
Carlo (MCMC) methods, which are very slow, or by making some approximations, which
may be quite poor (Mackay, 2003).

Non-normalized models are often encountered in continous-valued Markov random fields,
which are widely used in image modelling, see e.g. (Bouman and Sauer, 1993; Li, 2001).
In general, undirected graphical models cannot be normalized except in the Gaussian case.
Other recent work in image modelling also includes non-normalized models (Hyvérinen and
Hoyer, 2001; Teh et al., 2003). Presumably, the number of useful applications for non-
normalized models is much larger than the present literature suggests. Non-normalized
models have been avoided because their estimation has been considered too difficult; the
advent of efficient estimation methods may significantly increase their utility.

In this paper, we propose a simple method for estimating such non-normalized models.
This is based on minimizing the expected squared distance of the score function of x and
the score function given by the model. (By score function, we mean here the gradient
of log-density.) We show that this distance can be estimated by a very simple formula
involving only sample averages of some derivatives of the logarithm of the pdf given by the
model. Thus, the computations involved are essentially not more complicated than in the
case where we know an analytical expression for the normalization constant. The proposed
formula is exact and does not involve any approximations, which is why we are able to
prove the local consistency of the resulting method. Minimization of the proposed objective
function thus provides an estimation method that is computationally simple yet statistically
locally consistent.

2. Estimation by Score Matching

In the following, we use extensively the gradient of the log-density with respect to the data
vector. For simplicity, we call this the score function, although according the conventional
definition, it is actually the score function with respect to a hypothetical location parameter
(Schervish, 1995). For the model density, we denote the score function by ¥ (&;0):

810%#%55?’” Y1(&:6)
P(&:0) = : = : = Velogp(¢;0).
610%&5;6) Yn(&;0)

The point in using the score function is that it does not depend on Z(0). In fact we
obviously have

$(&;0) = Velogq(&;0). (1)
Likewise, we denote by 1, (.) = V¢ logpx(.) the score function of the distribution of observed
data x. This could in principle be estimated by computing the gradient of the logarithm of
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a non-parametric estimate of the pdf—but we will see below that no such computation is
necessary. Note that score functions are mappings from R™ to R™.

We now propose that the model is estimated by minimizing the expected squared dis-
tance between the model score function ¥ (.; @) and the data score function 1 (.). We define
this squared distance as

ORE Y IRCICO RO )

Thus, our score matching estimator of 0 is given by

~

0 = arg mein J(0).

The motivation for this estimator is that the score function can be directly computed
from ¢ as in (1), and we do not need to compute Z. However, this may still seem to be a
very difficult way of estimating 0, since we might have to compute an estimator of the data
score function 1, from the observed sample, which is basically a non-parametric estimation
problem. However, no such non-parametric estimation is needed. This is because we can
use a simple trick of partial integration to compute the objective function very easily, as
shown by the following theorem:

Theorem 1 Assume that the model score function ¥ (&; 0) is differentiable, as well as some
weak regularity conditions.!
Then, the objective function J in (2) can be expressed as

_ = [o0ie0) 4 Lorie: 012
J(0) = /geR" px(§) ;:1 [811/%(5, 0) + 2%(5, 0)°| d€ + const. (3)
where the constant does not depend on @,
0l ;0
uilgi6) = TOELED)

1s the i-th element of the model score function, and

ai ;9 621 ;0
9ii(&;0) = wa(g ) 02255 )

is the partial derivative of the i-th element of the model score function with respect to the
i-th variable.

The proof, given in the Appendix, is based a simple trick of partial integration that has
previously been used in the theory of independent component analysis for modelling the
densities of the independent components (Pham and Garrat, 1997).

We have thus proven the remarkable fact that the squared distance of the model score
function from the data score function can be computed as a simple expectation of certain

1. Namely: the data pdf px(&) is differentiable, the expectations Fy{|l%(x;0)||*} and Ex{||v, (x)||*} are
finite for any 0, and px(&)¥(&;0) goes to zero for any @ when ||€]] — oo.
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functions of the non-normalized model pdf. If we have an analytical expression for the
non-normalized density function ¢, these functions are readily obtained by derivation using
(1) and taking further derivatives.

In practice, we have T' observations of the random vector x, denoted by x(1),...,x(T).
The sample version of .J is obviously obtained from (3) as

n

T
J(0) = %; > [ai@bi(x(t); 0) + %@bi(x(t); 6)?| + const. (4)

=1

which is asymptotically equivalent to J due to the law of large numbers. We propose to
estimate the model by minimization of J in the case of a real, finite sample.

One may wonder whether it is enough to minimize J to estimate the model, or whether
the distance of the score functions can be zero for different parameter values. Obviously, if
the model is degenerate in the sense that two different values of @ give the same pdf, we
cannot estimate 6. If we assume that the model is not degenerate, and that ¢ > 0 always,
we have local consistency as shown by the following theorem and the corollary:

Theorem 2 Assume the pdf of x follows the model: px(.) = p(.;0%) for some 6. Assume
further that no other parameter value gives a pdf that is equal® to p(.;0*), and that q(&;6) >
0 for all £,0. Then

J(O)=0<6=0"
For a proof, see the Appendix.

Corollary 3 Under the assumptions of the preceding Theorems, the score matching esti-
mator obtained by minimization of J is consistent, i.e. it converges in probability towards
the true value of @ when sample size approaches infinity, assuming that the optimization
algorithm is able to find the global minimum.

The corollary is proven by applying the law of large numbers. As sample size approaches
infinity, J converges to J (in probability). Thus, the estimator converges to a point where
J is globally minimized. By Theorem 2, the global minimum is unique and found at the
true parameter value (obviously, J cannot be negative).

This result of consistency assumes that the global minimum of J is found by the opti-
mization algorithm used in the estimation. In practice, this may not be true, in particular
because there may be several local minima. Then, the consistency is of local nature, i.e.,
the estimator is consistent if the optimization iteration is started sufficiently close to the
true value. Note that consistency implies asymptotic unbiasedness.

3. Examples

Here, we provide three simulations to illustrate how score matching works, as well as to
confirm its consistency and applicability to real data.

2. In this theorem and its proof, equalities of pdf’s are to be taken in the sense of equal almost everywhere
with respect to the Lebesgue measure.
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3.1 Multivariate Gaussian Density

As a very simple illustrative example, we consider estimation of the parameters of the
multivariate Gaussian density.

3.1.1 ESTIMATION

The probability density function is given by

1
p(x; M, p) = Z(M, ) eXp(—E(X — )" M(x — p)),
where M is a symmetric positive-definite matrix (the inverse of the covariance matrix). Of
course, the expression for Z is well-known in this case, but this serves as an illustration
of the method. As long as there is no chance of confusion, we use x here as the general

n-dimensional vector. Thus, here we have

() = exp(—5 (x — )" M(x — ), o)

and we obtain
zb(x; Ma H’) = _M(X - p’)?

and
0 (3 M, ) = —my;.

Thus, we obtain

T

TV ) = 23 (52 -+ 5(x(0) ) MMx(0) ). (6)

t=1

To minimize this with respect to u, it is enough to compute the gradient

T
. 1
VMJ—MMM—MMT;X t

which is obviously zero if and only if p is the sample average %Z?zl x(t). This is truly a
minimum because the matrix MM that defines the quadratic form is positive-definite.
Next, we compute the gradient with respect to M, which gives

T T
Vned = T Mo S (x(0) — ) (x(0) — )+ o [S(x(6) — o) (x() — )M
t=1 t=1
which is zero if and only if M is the inverse of the sample covariance matrix % Zle(x(t) -
p)(x(t) — ), which thus gives the score matching estimate.

Interestingly, we see that score matching gives exactly the same estimator as maximum
likelihood estimation. In fact, the estimators are identical for any sample (and not just
asymptotically). The maximum likelihood estimator is known to be consistent, so the score
matching estimator is consistent as well.
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3.1.2 INTUITIVE INTERPRETATION

This example also gives some intuitive insight into the principle of score matching. Let us
consider what happened if we just maximized the non-normalized log-likelihood, i.e., log of
g in (5). It is maximized when the scale parameters in M are zero, i.e., the model variances
are infinite and the pdf is completely flat. This is because then the model assigns the same
probability to all possible values of x(¢), which is equal to 1. In fact, the same applies to
the second term in (6), which thus seems to be closely connected to maximization of the
non-normalized log-likelihood.

Therefore, the first term in (3) and (6), involving second derivatives of the logarithm
of g, seems to act as a kind of a normalization term. Here it is equal to — ), ms. To
minimize this, the m;; should be made as large (and positive) as possible. Thus, this term
has the opposite effect to the second term. Since the first term is linear and the second
term polynomial in M, the minimum of the sum is different from zero.

A similar interpretation applies to the general non-Gaussian case. The second term in
(3), expectation of the norm of score function, is closely related to maximization of non-
normalized likelihood: if the norm of this gradient is zero, then in fact the data point is in
a local extremum of the non-normalized log-likelihood. The first term then measures what
kind of an extremum this is. If it is a minimum, the first term is positive and the value of J
is increased. To minimize J, the first term should be negative, in which case the extremum
is a maximum. In fact, the extremum should be as steep a maximum (as opposed to a
flat maximum) as possible to minimize J. This counteracts, again, the tendency to assign
the same probability to all data points that is often inherent in the maximization of the
non-normalized likelihood.

3.2 Estimation of Basic Independent Component Analysis Model

Next, we show the validity of score matching in estimating the following model

log p(x) = Z G(WEx) + Z(w1,...,Wn), (7)
k=1

which is the basic form of the independent component analysis (ICA) model. Again, the
normalization constant is well-known and equal to — log | det W| where the matrix W has
the vectors w; as rows, but this serves as an illustration of our method.

The nice thing about this model is that we can easily generate data that follows this
model. In fact, if latent variables s;,7 = 1...,n are independently distributed and have the
pdf given by exp(G(s;)), the linear transformation

x = As (8)

with A = W~! follows the pdf’s given in (7), see e.g. (Hyvérinen et al., 2001). Thus, we
will be estimating the generative model in (8) using the non-normalized likelihood in (7).
Here, we choose the distribution of the components s; to be so-called logistic with

s
G(s) = —21 h(——=s) — log4.
(s) og cos (2\/33) og
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This distribution is normalized to unit variance as typical in the theory of ICA. The score
function of the model in (7 is given by

Y W) = 3 wig(wlx), (9)
k=1

where the scalar nonlinear function g is given by

g(s) = _— tanh(Ls).

3 23

The relevant derivatives of the score function are given by:
n
Oihi(z) = Z wl%ig/(ng)ﬂ
k=1

and the sample version of the objective function .J is given by

J- % SN wdig (Wl x(t) + % > wiig(wix(t) Y weig(wix(t))
. j=1 k=1

n T
= 3wl S g () + g D whwi S gwhx(t)g(w ! x(0). (10)
k=1 t=1 k=1 t=1

We performed simulations to validate the consistency of score matching estimation, and
to compare its efficiency with respect to maximum likelihood estimation. We generated
data following the model as described above, where the dimension was chosen to be n = 4.
Score matching estimation consisted of minimizing J in (10) by a simple gradient descent;
likelihood was maximized using a natural gradient method (Amari et al., 1996; Hyvérinen
et al., 2001), using the true value of Z. We repeated the estimation for several different
sample sizes: 500, 1000, 2000, 4000, 8000, and 16000. For each sample size, the estimation
was repeated 11 times using different random initial points in the optimization, and different
random data sets. For each estimate, a measure of asymptotic variance was computed as
follows. The matrix WA, where W is the estimate was normalized row-by-row so that the
largest value on each row had an absolute value of 1. Then, the sum of squares of all the
elements was computed, and 4 (i.e. the sum of the squares of the four elements equal to
one) was subtracted. This gives a measure of the squared error of the estimate (we cannot
simply compare WA with identity because the order of the components is not well-defined).
For each sample size and estimator type (score matching vs. maximum likelihood) we then
computed the median error.

Figure 1 shows the results. The error of score matching seems to go to zero, which
validates the theoretical consistency result of Theorem 2. Score matching gives slightly
larger errors than maximum likelihood, which is to be expected because of the efficiency
results of maximum likelihood estimation (Pham and Garrat, 1997).

In the preceding simulation, we knew exactly the proper function g to be used in the
score function. To investigate the robustness of the method to misspecification of the score
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Figure 1: The estimation errors of score matching (solid line) compared with errors of max-
imum likelihood estimation (dashed line) for the basic ICA model. Horizontal
axis: logyq of sample size. Vertical axis: log;, of estimation error.

function (a well-known problem in ICA estimation), we ran the same estimation methods,
score matching and maximum likelihood, for data that was generated by a slightly different
distribution. Specifically, we generated the data so that the independent components s;
had Laplacian distributions of unit variance (Hyvérinen et al., 2001). We then estimated
the model using exactly the same g as before, which was not theoretically correct. The
estimation errors are shown in Figure 2. We see that score matching still seems consistent.
Interestingly, it now performs slightly better than maximum likelihood estimation (which
would more properly be called quasi-maximum likelihood estimation due to the misspecifi-
cation (Pham and Garrat, 1997)).

3.3 Estimation of an Overcomplete Model for Image Data

Finally, we show image analysis results using an overcomplete version of the ICA model.
The likelihood is defined almost as in (7), but the number of components m is larger than the
dimension of the data n, see e.g. (Teh et al., 2003), and we introduce some extra parameters.
The likelihood is given by

logp(x) = 3 akG(Wx) + Z(Wi, ..., W ..., ), (11)
k=1

where the vectors wy = (w1, ..., Wk, ) are constrained to unit norm (unlike in the preceding
example), and the «y, are scaling parameters. We introduce here the extra parameters ay, to
account for different distributions for different projections. Constraining oy =1 and m =n
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Figure 2: The estimation errors of score matching compared with errors of maximum likeli-
hood estimation for the basic ICA model. This time, the pdf of the independent
components was slightly misspecified. Legend as in Fig. 1.

and allowing the wj, to have any norm, this becomes the basic ICA model of the preceding
subsection.

The model is related to ICA with overcomplete bases (Hyvérinen et al., 2001; Hyvérinen
and Inki, 2002; Olshausen and Field, 1997), i.e. the case where there are more independent
components and basis vectors than observed variables. In contrast to most ICA models,
the overcompleteness is expressed as overcompleteness of filters wj which seems to make
the problem a bit simpler because no latent variables need to be inferred. However, the
normalization constant Z is not known when G is non-quadratic, i.e. when the model is
non-Gaussian, which is why previous research had to resort to MCMC methods (Teh et al.,
2003) or some approximations (Hyvérinen and Inki, 2002).

‘We have the score function
m
Yo W,an,. . am) = 3 agugg(whx),
k=1

where g is the first derivative of G. Going through similar developments as in the case of
the basic ICA model, the sample version of the objective function J can be shown to equal

T
t=

m m T
J= Z ak% Zg/(ng(t)) + % Z ajakw?wk% Zg(w%x(t))g(wjrx(t)). (12)
k=1 1 k=1 t=1
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Figure 3: The overcomplete set of filters w; estimated from natural image data. Note
that no dimension reduction was performed, and we show filters instead of basis
vectors, which is why the results are much less smooth and “beautiful” than some
published ICA results (Hyvérinen et al., 2001).

We estimated the model for image patches of 8 x 8 pixels taken from natural images,
see P.O. Hoyer’s imageica package.® As preprocessing, the DC component (i.e. the mean
gray-scale value) was removed from each image patch, reducing the effective dimensionality
of the data to n = 63. The data was also whitened, i.e. the model was used in a linearly
transformed space (the exact method of whitening has no significance). We set m = 200.
We also took the tanh function as g, which corresponds to G(u) = log cosh(u) (we did not
bother to find the right scaling as in the basic ICA case). The objective function J in (12)
was optimized by gradient descent. The w; were set to random initial values, and the «;
were all set to the initial value 1.5 that was found to be close to the optimal value in pilot
experiments.

The obtained vectors w; are shown in Figure 3. For the purposes of visualization, the
vectors were converted back to the original space from the whitened space. The optimal «;
were in the range 0.5...2.

To show that the method correctly found different vectors and not duplicates of a smaller
set of vectors, we computed the dot-products between the vectors, and for each w;, we
selected the largest absolute value of dot-product |WZTW]", j # i. The dot-products were
computed in the whitened space. The histogram of these maximal dot-products is shown
in Figure 4. They are all much smaller than 1 (in absolute value), in fact all are smaller
than 0.5. Since the vectors w; were normalized to unit norm, this shows that no two w;
were close to equal, and we did find m different vectors.

4. Discussion

Here we discuss the connections of our method to two well-known methods before concluding
the paper.

3. The package can be downloaded at http://www.cs.helsinki.fi/patrik.hoyer/.
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Figure 4: The distribution of maximal dot-products of a filter w; with all other filters,
computed in the whitened space.

4.1 Comparison with Pseudo-Likelihood Estimation

A related method for estimating non-normalized models is maximization of pseudo-likelihood
(Besag, 1974). The idea is to maximize the product of marginal conditional likelihoods. The
pdf is approximated by

n

logppseudo(x) = ZP($1|CL’1, sy L1, L1y e e - ,mn), (13)
i=1

and the likelihood is computed using this approximation. The idea was originally developed
in connection with Markov random fields, in which context it is quite natural because
the conditional probabilities are often given as part of the model specification. The idea
can still be used in the general case considered in this article. However, the conditional
probabilities in (13) are not necessarily readily available and need to be computed. In
particular, these conditional densities need to be normalized. The computational burden
needed in the normalization is reduced from the original problem since we only need to
numerically compute n one-dimensional integrals which is far more feasible than a single
n-dimensional integral. However, compared to score matching, this is a computationally
expensive method since score matching avoids the need for numerical integration altogether.

The question of consistency of pseudo-likelihood estimation seems to be unclear. Some
consistency proofs were provided by Besag (1974, 1977), but these only apply to special
cases such as Gaussian or binary random fields. Sufficiently general consistency results on
pseudo-likelihood estimation seem to be lacking. This is another disadvantage with respect
to score matching, which was shown above to be (locally) consistent.
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4.2 Comparison with Contrastive Divergence

An interesting approximative MCMC method called contrastive divergence was recently
proposed by Hinton (2002). The basic principle is to use an MCMC method for computing
the derivative of the logarithm of the normalization factor Z, but the MCMC is allowed to
run for only a single iteration (or a few iterations) before doing the gradient step.

The method is generally biased, even asymptotically (Carreira-Perpinidan and Hinton,
2005b), except in some special cases such as the multivariate Gaussian distribution (Carreira-
Perpinan and Hinton, 2005a). Score matching is thus preferable if a consistent estimator is
wanted.

The computational efficiency of contrastive divergence is difficult to evaluate since it
is not really a single method but a family of methods, depending on the MCMC method
used. For the case of continuous-valued variables that we consider here, a Metropolis-type
algorithm would probably be the method of choice, but there is a large number of different
variants whose performances are likely to be quite different.

Nevertheless, contrastive divergence is a much more general method than score matching
since it is applicable to intractable latent variable models. It can also handle binary /discrete
variables—in fact, it is probably much easier to implement, using Gibbs sampling, for binary
variables than for continous-valued variables. Extension of score matching to these two cases
is an important problem for future research.

4.3 Conclusion

We have proposed a new method, score matching, to estimate statistical models in the case
where the normalization constant is unknown. Although the estimation of the score function
is computationally difficult, we showed that the distance of data and model score functions
is very easy to compute. The main assumptions in the method are: 1) all the variables
are continuous-valued and defined over R™, 2) the model pdf is smooth enough. Score
matching provides a computationally simple yet locally consistent alternative to existing
methods, such as MCMC and various approximative methods.
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Appendix A. Proof of Theorem 1
Definition (2) gives

16) = [ 0x() |S 1€ + S I0(E O ~ vu@ biE0) a4

(For simplicity, we omit the integration domain in here.) The first term in brackets does
not depend on @, and can be ignored. The integral of the second term is simply the integral
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of the sum of the second terms in brackets in (3). Thus, the difficult thing to prove is that
integral of the third term in brackets in (14) equals the integral of the sum of the first terms
in brackets in (3). This term equals

= [ pel©unitervi(& o).

where 1) (&) denotes the i-th element of the vector ¥, (§). We can consider the integral
for a single i separately, which equals

- [t "B i gipyag = [ P g 0)ag = - [y € 0)ae.

The basic trick of partial integration needed the proof is simple: for any one-dimensional
pdf p and any function f, we have

! = X pl(w) x)axr = / xr x)ar = — X ! X )ax
[ r@oery @@= [ ol @i = [ v == [ o) @3

under some regularity assumptions that will be dealt with below.
To proceed with the proof, we need to use a multivariate version of such partial inte-
gration:

Lemma 4
ol f(0 G 8090 ) — (b G E)g 0, )
SIRGE S G

assuming that f and g are differentiable. The same applies for all indices of &;, but for
notational simplicity we only write the case i = 1 here.

Proof of lemma:

9f(€)g(€) 9g(§) 9f ()
06, = f(€) 9, +9(€) e,

We can now consider this as a function of £; alone, all other variables being fixed. Then,
integrating over & € R, we have proven the lemma.

Now, we can apply this lemma on px and v1(&;6) which were both assumed to be
differentiable in the theorem, and we obtain:

Opx(&) ) ¢ gVt — Ipx(&) | .
M gone—- [ | [ g 0pa| ... 6

:—/|: lim [px(a,fz,,fn)lh(a,ﬁz,vfn,e)

a—00,b——00

= Px(b: &2, -+, &)1 (b, &2, - -, €ni 6))]

B / 1 (€:0)

¢, px(€)dEr| d(&a, ... &)
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For notational simplicity, we consider the case of ¢ = 1 only, but this is true for any .
The limit in the above expression is zero for any &o, ..., &,, 8 because we assumed that
px (€)Y (&;0) goes to zero at infinity. Thus, we have proven that

Opx(§) MNi(&;6)
& 9&;

that is, integral of the the third term in brackets in (14) equals the integral of the sum of
the first terms in brackets in (3), and the proof of the theorem is complete.

i(&; 0)dE = / Pxl(€)de.

Appendix B. Proof of Theorem 2

Assume J(0) = 0. Then, the assumption ¢ > 0 implies px(&) > 0 for all &, which implies
that ¥, (.) and 9(.;0) are equal. This implies log px(.) = logp(.; @) + ¢ for some constant
c. But ¢ is necessarily 0 because both px and p(.;0) are pdf’s. Thus, px = p(.;0). By
assumption, only @ = @* fulfills this equality, so necessarily 8 = 6%, and we have proven the
implication from left to right. The converse is trivial.
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