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Abstract

A sketch of a large data set captures vital properties of the original data while typically occupying
much less space. In this paper, we consider the problem of computing a sketch of a massive data
matrix A € R™*9 that is distributed across s machines. Our goal is to output a matrix B € R¢*?
which is significantly smaller than but still approximates A well in terms of covariance error, i.e.,
|AT A — BT B||2. Such a matrix B is called a covariance sketch of A. We are mainly focused on
minimizing the communication cost, which is arguably the most valuable resource in distributed
computations. We show that there is a nontrivial gap between deterministic and randomized
communication complexity for computing a covariance sketch. More specifically, we first prove an
almost tight deterministic communication lower bound, then provide a new randomized algorithm
with communication cost smaller than the deterministic lower bound. Based on a well-known
connection between covariance sketch and approximate principle component analysis, we obtain
better communication bounds for the distributed PCA problem. Moreover, we also give an improved
distributed PCA algorithm for sparse input matrices, which uses our distributed sketching algorithm
as a key building block.

Keywords: Matrix Sketching, PCA, Distributed Streaming, Low Rank Approximation, Communi-
cation Complexity

1. Introduction
Sketching techniques have now become popular algorithmic tools for processing big data. For many

applications in machine learning, the underlying data sets are represented as large-scale matrices.
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To analyze such large data matrices, exact computations are often infeasible and unnecessary;
thus, randomized and approximate methods are widely used. The “sketch-and-solve” framework,
i.e. computing a sketch matrix first and then executing expensive computations (e.g., Singular
Value Decomposition (SVD) and regression) on the sketch matrix, has been successfully used to
approximately solve many important linear algebraic problems (e.g. Sarlos (2006); Clarkson and
Woodruff (2013); Nelson and Nguyén (2013); Boutsidis and Woodruff (2014)).

Traditionally, a sketch is computed using a streaming algorithm which makes one pass over
the data using limited working space. However, modern massive data is often distributed across a
shared-nothing cluster with a large number of machines. In these systems, the communication cost
and the number of computation rounds become the most critical complexity parameters. The key
to extending the sketch-and-solve framework to the distributed setting is to design communication-
and round-efficient algorithms for computing matrix sketches with required error guarantees. In this
paper, we study communication-efficient distributed algorithms for computing covariance sketches,
which is an important type of matrix sketch with a broad spectrum of applications.

Covariance sketch. Given a matrix A € R™*?, a covariance sketch of A is another much smaller
matrix B € R*? such that the covariance error || AT A — BT B||5 is small, where || A2 denotes
the spectral norm of A. Equivalently, the Euclidean norm || Az ||3 for all # € R? is approximately
preserved by ||Bz||2. Covariance sketch has a wide range of applications including low-rank
approximation, PCA, clustering, anomaly detection, online learning, etc. (Drineas et al., 2006b;
Ghashami and Phillips, 2014; Cohen et al., 2017; Karnin and Liberty, 2015; Luo et al., 2016; Yoo
et al., 2016; Luo et al., 2018; Sharan et al., 2018). Due to its importance, computing a covariance
sketch has been extensively studied in various computational models e.g., Drineas et al. (2006a);
Liberty (2013); Ghashami et al. (2014b); Wei et al. (2016); Desai et al. (2016); Huang (2019); Luo
et al. (2019). In this paper, we study the problem of computing a covariance sketch in the distributed
model and its applications to distributed PCA and low-rank matrix approximations.

Distributed models. We assume that the rows of the input matrix are initially partitioned into s parts,
each of which is held by a distributed machine (with no replication of data). We do not make any
assumption on how the data is partitioned; the partition can be arbitrary or even adversarial. The
s machines can communicate with each other through an inter-connected communication network.
The communication is point-to-point, and we call this the message passing model. The broadcast
model (aka. the blackboard model in communication complexity community) is also widely studied,
in which each message can be seen by all machines. All algorithms proposed in this work only
need a small constant number of rounds (mostly one or two rounds), so the focus of this paper is to
characterize the communication complexity, i.e., the amount of data exchanged. Apparently, the more
powerful broadcast model may achieve lower communication costs, but for all the problem studied
in this paper, broadcast doesn’t seem to have an advantage. In particular, all the state-of-the-art
algorithms only require point-to-point communication and their communication costs cannot be
improved (up to a constant) even if broadcast is allowed. Moreover, our deterministic communication
lower bound holds for the broadcast model (and also holds against protocols using any number of
rounds), which is matched by our message passing algorithm, and thus, the two communication
model are provably equivalent for deterministic algorithms. In our model, there is one special
machine which acts as the central coordinator. For simplicity, we assume that the s machines only
communicates with the coordinator. This is often called the coordinator model and one can simulate
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arbitrary message-passing protocols within a constant factor in communication together with an
additive O(log(mn))-bit overhead per message (Phillips et al., 2016).

We exhibit new algorithms for distributed covariance sketch with improved communication costs.
For instance, assume there are s = d machines and we want to compute a covariance sketch with
error || A||%/d, where || A||% is the Frobenius norm of A (the sum of squares of the entries of A). The
deterministic algorithm of Liberty (2013) has cost O(d®), and the cost of using random sampling
is also O(d3) Drineas et al. (2006a), which is the same as the cost of the trivial algorithm (that
sends all data to the coordinator). On the other hand, our new randomized algorithm can achieve the
same covariance error with communication cost O(d?®). Furthermore, we show that Q(d?) is the
lower bound for any deterministic algorithms, and thus separate the randomized and deterministic
communication complexity.

In our algorithms (except for the distributed PCA algorithm for sparse matrices), each machine
only needs to make one pass over the data with limited working space. The algorithms follows the
same framework: each machine ¢ first independently computes a local sketch B; using a streaming
algorithm, then all machines run a distributed algorithm on top the local sketches without further
access to the original data. Therefore, they are still efficient even when the local input does not
fit into the main memory or is received in a streaming fashion. This is essentially the same as the
distributed streaming model (Gibbons and Tirthapura, 2001, 2002). where each machine processes a
stream of items with bounded memory, and when a query is requested, the central server, who can
communicate with the machines, needs to output the answer over the union of the streams. We call
algorithms work in this model distributed streaming algorithms, in comparison to distributed batch
algorithms if each machine needs to access local data multiple times.

1.1 Preliminaries and Notation

Before formally define our problems, we first provide some basic notation that will be repeatedly
used and preliminaries on matrices. We always use s for the number of machines, n for the number
rows, and d for the dimension of each row. For a d-dimensional vector z, ||z|| is the {2 norm of x.
We use z; to denote the ith entry of x, and Diag(z) € R%*¢ is a diagonal matrix such that the i-th
diagonal entry is z;. Let A € R™*? be a matrix of dimension n x d with d < n. We use A; to denote
the i-th row of A, and a; ; for the (7, j)-th entry of A. rows(A) is the number of rows in A.

We write the (reduced) singular value decomposition of A as (U,>,V) = SVD(A), where
A=UXVT U € R and V € R are orthonormal matrices, and ¥ € R%*? g a diagonal
matrix with nonnegative diagonal values. The diagonal entries of ¥ are singular values of A sorted in
non-decreasing order; the columns of U and V are called left and right singular vectors respectively.
The computation time of standard SVD algorithms is O(nd?). We use || A||2 or ||A|| to denote the
Spectral Norm of A, which is the largest singular value of A, and || A|| for the Frobenius Norm,
which is

i a?’ ;- For areal symmetric matrix X € R4 Jet \;(X) be the i-th largest eigenvalue

of X. We can also characterize the spectral norm of X as

[ X2 = max(|Aa], [Adl) = y%ﬁil\yTXy!-

Hence,

|ATA - BTB|s = max |27 (ATA - BTB)z| = max ‘HAI’H% — HB:EH%‘ .
x| =1 x| =1
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Let 0;(A) be the i-th singular values of A in non-decreasing order. We have 0(A) = \;(ATA). It
is well-known that

|A||% = trace(ATA) = Y " MN(ATA) =) o} (A).

For k < rank(A), we will use [A], to denote the best rank k approximation of A, i.e.,

(Al = arg minc;rank(C)ngA —C|F.

We define [A]p = 0, the all-zero matrix. Given another matrix B with the same number of columns

as A, we will use 77% (A) to denote the right projection of A on the top-k right singular vectors of

B,ie. ﬂjkg (A) = AVVT, where the columns of V are the top-k right singular vectors of B. We use

[A; B] to denote the matrix formed by concatenating the rows of A and B.

1.2 Problem Definitions

Given a matrix A € R™*?, we want to compute a much smaller matrix B € R®*?, which approxi-
mates A well. We are interested in covariance sketch and its application to PCA.

Definition 1 The covariance error of B with respect to A is defined as |AT A — BT B||s. For
notational convenience, we will also use coverr(A, B) to denote this.

A different but related error measure is so called projection error or low rank approximation
error (Ghashami and Phillips, 2014).

Definition 2 The k-projection error of B with respect to A is defined as ||A — 7% (A)||%, where
77% (A) is the rank-k matrix resulting from project each row of A onto the subspace spanned by the

top-k right singular vectors of B.

These two error measures are related by the following lemma from (Ghashami and Phillips,
2014). For completeness, we provide a proof in Appendix A.

Lemma 3 (Ghashami and Phillips 2014)
1A = 7E(A)F < 1A — [AlklF + 2k - |ATA = BTB|s.

It is well-known that if we randomly sample O(1/?) rows from A with replacement according
to probability proportional to the squared norm of each row, and rescale sampled rows appropriately,
the resulting matrix has covariance error at most || A||% with constant probability (Drineas et al.,
2006b). Since many matrices of interest in practice can be well approximated by a matrix with
a relatively lower rank, ||A — [A];||% could be much smaller than || A||%, where [A]} is the best
rank-k approximation of A. Hence an error bound in terms of ||A — [A];||% can potentially be
much stronger. In addition, a covariance error of || A — [A]x||%/2k directly implies a relative
error low rank approximation by Lemma 3. It was also shown that a sketch with the above error
guarantee is a projection-cost-preserving sketch, which preserves the distance of the matrix’s rows to
any k-dimensional subspace (see e.g. Musco and Musco 2020), and can be used to approximately
solve a number of low-rank optimization problems e.g., k-means clustering, constrained low rank
approximation, etc. Therefore, our main focus is to obtain matrix sketches with covariance error
el A — [Ali|Z /.
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Definition 4 We call B an (e, k)-sketch of A if
|ATA — BT B|ly < el A — [All7/k
By abusing notation slightly, we say B is an (&, 0)-sketch if
coverr(A, B) < e||A||%.

Note that, without further restrictions, an (e, k)-sketch B may have Frobenius norm much
larger than the original matrix. For technical reasons, we will always want the Frobenius norm
of the sketch matrix B to be bounded: [|B||% < ||A|% + O(||A — [A]x||%). However, this is
typically not a restriction, since our sketch matrix will have rank at most O(k/<); and one can
easily check that any (e, k)-sketch of A with rank bounded by O(k/¢) has Frobenius norm at most

1AII% + Ol A = [Alx 7).

Principle component analysis. In this problem, the goal is to find a low-dimensional subspace that
captures as much of the variance of a data set as possible. The following approximate version of
PCA with Frobenius norm error is widely studied and has applications to distributed k-means and
other problems (see e.g. Liang et al. 2014; Boutsidis et al. 2016).

Definition 5 In the (approximate) PCA problem, given A € R™*%, an integer k < rank(A), and
0 < e < 1, the goal is to output a d X k orthonormal matrix V such that

1A= AVVT|[E < (1 +e)l|A — (Al (1)
The columns of V are also known as (1 + €)-approximate top-k principle components (PCs).

Here, the matrix V' can also be viewed as a type of matrix sketch. By Lemma 3, the top £ right
singular vectors of any (g/2, k)-sketch of A satisfy (1). On the other hand, a set of approximate
PCs does not directly give good covariance error (although it has low projection error by definition),
which is required for many applications (Karnin and Liberty, 2015; Luo et al., 2016; Sharan et al.,
2018). The distributed PCA problem studied by Boutsidis et al. (2016) requires all machines to get
the same answer, while we only require the coordinator to output the answer. Note the coordinator
can broadcast the output to all machines using O(skd) communication cost, which is typically
dominated by the cost of computing the answer.

Real number vs word/bit complexity. Matrix sketches typically consist of real numbers, e.g. singular
vectors of certain matrices, and the approximation errors are often analyzed assuming infinite
precision. It could be quite nontrivial to bound the number of bits needed to encode each real
number (Clarkson and Woodruff, 2009; Boutsidis et al., 2016). It may not be an serious concern
for practical usage, but is still an important theoretical question, since one can always encode the
entire input into a single real number if maximum wordsize is not specified. In this paper, we provide
word/bit complexity for communication costs assuming that each machine word has O(log(nd/<))
bits and each entry of the input matrix can be represented by a single machine word. W.L.o.g. we
assume the entries in the input are integers of magnitude at most poly(nd/e).
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1.3 Previous Results

Liberty (Liberty, 2013) adapts a well-known algorithm for finding frequent items, the MG algo-
rithm (Misra and Gries, 1982), to sketching matrices, which is called Frequent Directions (FD).
It computes an (g, k)-sketch containing only O(k/e) rows in one pass, which is deterministic and
directly applicable to the distributed setting: each machine computes a local (e, k)-sketch indepen-
dently using FD and sends it to the coordinator; the coordinator combines these local sketches and
compute an (&, k)-sketch of the combined sketch matrix. It is shown that the result is an (g, k)-sketch
of the input matrix. The communication cost is thus O(skd/e) real numbers. '

An alternative approach is to use random sampling. The matrix formed by a random sample of
O(1/€?) rescaled rows from A has covariance error at most £|| A||% with constant probability (Drineas
et al., 2006a). Random sampling can be implemented in the distributed model with communication
cost O(s + d/c?). However, it has a quadratic dependence on 1/ and only gives a weaker error
bound.

For the distributed PCA problem, one can apply simultaneous power iteration or its improvements
(Musco and Musco, 2015), however, the communication cost is suboptimal and such methods also
require super constant number of rounds. The current best algorithms are from Boutsidis et al. (2016).
See section 1.4 for more details on the communication bounds.

1.4 Our Contributions

In this paper, we give distributed streaming algorithms for computing covariance sketch with
improved communication cost, and prove a tight deterministic lower bound in the blackboard model.
We also improve the communication cost for the distributed PCA problem.

As currently there is no bound on maximum wordsize required by the original FD algorithm
of Liberty (2013), the communication cost is only in terms of real numbers. We show how to modify
it so that the communication cost is O(skd/c) words.? Note this communication cost is simply s
times the size of a single sketch (recall s is the number of machines). Since the sketch size O(kd/«¢)
was shown to be optimal by Woodruff (2014) (up to a log factor) for an (e, k)-sketch, it may seem
difficult to reduce this communication cost. Indeed, we show that this is optimal for deterministic
algorithms by proving a deterministic communication lower bound of O(skd/¢) bits.

On the other hand, we propose a new randomized algorithm, which is the first algorithm with
communication cost o(s) xsketch size. In particular, for (g, k)-sketch, our communication cost is
0 (sdk + Yok fog d) words, while the optimal sketch size is ©(dk /c) (Woodruff, 2014). We
achieve this by giving a new algorithm, call singular value sampling, which further compresses the
local (g, k)-sketches computed by FD. This new algorithm is applied on top of FD sketches and the
machines do not need to access the original data in this step, and thus the combined algorithm is a
distributed streaming algorithm. The results are summarized in Table 1.

Directly applying our (&, k)-sketch algorithm to the PCA problem (by Lemma 3), the cost is
also O(sdk) 4+ O(y/sdk /<) words. Boutsidis et al. (2016) gave an algorithm with communication
cost O (sdk + %% - min{d, k/*}) words in the distributed model, which is the first algorithm that
beats the O(sdk/e) bound of Kannan et al. (2014) when d is larger than k/e3. They also proved
an Q(sdk) low bound if all machine are required to know the answer. Note that our result is also

1. Currently there is no word complexity analysis on FD.
2. Our technique only works for communication cost; the space usage of each machine is still in real numbers.
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_ - _ \ ellAll% \ ellA - [Al|%/*
Liberty (2013); Ghashami and Phillips (2014) @) (%)* 19) (%)*
Sampling (Drineas et al., 2006a) (0] (s + 8%
New 9 (ﬂ 1ogd) 9, (sdk:+ Vskd \/@)
Deterministic LB Q (4 Q (skd)

Table 1: Communication costs for covariance sketches. || A||% and €| A — [A]x||%/k are two target
error bounds considered in the literature. * indicates the communication cost is in real
numbers; the costs of our algorithms are in words and the lower bounds are in terms of bits.

Boutsidis et al. (2016) O (skd+ )
New @) (skd + @)
Boutsidis et al. (2016) JEEES
22
New O <lz¢ Ly @)

Table 2: Communication costs for distributed PCA (i.e., for computing (1 + ¢)-approximate top-k
principle components). The communication costs are in words. ¢ is the row sparsity of the
input matrix.

o(sdk/e) (ignoring the v/log d factor). When s > Q(E%) our cost is O(skd) which is optimal in this
setting®. But for smaller s, the cost is dominated by the O(y/sdk /<) term. We then show how to
improve this to O(y/sk /e - min{d, k/£}) by using the algorithm of Boutsidis et al. (2016).

In the row-partition model, Boutsidis et al. (2016) also show that it is possible to bypass
the O(skd) communication bound if each row of the input matrix has low sparsity (number of
nonzero entries). In particular, they provided a distributed PCA algorithm with communication cost
(@) (# + 5%42) words, where ¢ is the maximum row sparsity. When the dimension d is very large

and ¢ < d, the cost of this algorithm could be significantly smaller. Based on our new distributed
covariance sketch algorithm, we give an improved communication bound in this setting as well. We

. o . . — V/slog(k/e)-k?
show that there is a distributed algorithm with communication cost O (Slzqﬁ + % + SOgE(Q/E))

words. The improvement is significant when ¢ is small. Our new algorithm uses the adaptive sampling
technique from Boutsidis et al. (2016) and it is unclear whether it has a one-pass implementation.
Therefore, those improved algorithms for sparse matrices are currently not distributed streaming
algorithms. The communication bounds for distributed PCA are summarized in Table 2.

1.5 Other Related Work

The problem of computing covariance matrix sketch was widely studied in the row-wise update
streaming model (Liberty, 2013; Ghashami and Phillips, 2014; Ghashami et al., 2016; Wei et al.,

3. Broadcasting the answer only needs O(skd) communication.
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2016). Optimal space lower bounds was proved in Woodruff (2014). In the distributed setting, there
was no improvement in communication cost since Liberty (2013). Ghashami et al. (2014b); Zhang
et al. (2017) studied the problem in the distributed monitoring model. This model is similar to the
distributed streaming model but the coordinator needs to track the answer continuously, which is a
stronger requirement. It is an interesting question whether our techniques can be used to improve the
communication costs of their algorithms. The approximate distributed PCA problem was studied
in Feldman et al. (2013); Kannan et al. (2014); Liang et al. (2014, 2016); Bhojanapalli et al. (2015);
Boutsidis et al. (2016). PCA is closely related to the Euclidean k-means problem; its distributed
version is studied in Balcan et al. (2013); Ding et al. (2016). Zhang et al. (2015) investigated the
distributed generalized matrix rank problem. Motivated by distributed Newton’s method, Derezinski
and Mahoney (2019); Derezifiski et al. (2020) considered the problem of computing an estimate of
the inverse Hessian multiplied by the gradient and the Hessian in many machine learning applications
is the covariance matrix. The main difficulty is that the sum of the inverses does not equal the
inverse of the sum. However, they considered the setting where each single machine has access
to a subsampled version of the loss function, while our model doesn’t make any assumptions on
the data distribution. Wang et al. (2018) also studied approximate newton method for distributed
optimization and show that if each machine locally holds a random sample of the training data and
the data is incoherent, the sum of the local inverse Hessians is very close to the inverse of the global
Hessian. Distributed matrix computations were recently studied for serverless systems (Gupta et al.,
2019, 2020), where the main challenge is to make algorithms resilient against stragglers, i.e., a
subset of much slower machines which can be a result of limited availability of shared resources,
hardware failure, network latency (Dean and Barroso, 2013). Streaming numerical linear algebra
problems were studied in Clarkson and Woodruff (2009). The communication complexity of boolean
matrix multiplication in the two-party model was studied in Van Gucht et al. (2015). Li et al. (2014)
proved multi-party communication lower bounds for several linear algebraic problems in the message
passing model.

2. Deterministic Matrix Sketching

In this section, we investigate the deterministic communication complexity of computing a covariance
sketch in the distributed model. Recall that each machine i gets a local input matrix A € R™*¢;
and the entire input matrix is A = [A1); ... ; AB)] withn = 3", n; rows.

Frequent Directions. We will use the Frequent Directions (FD) algorithm by Liberty (2013), denoted
as FD. Ghashami and Phillips (2014) gave an improved analysis, which is summarized in the
following theorem.

Theorem 6 (Liberty (2013); Ghashami and Phillips (2014)) Given A ¢ R"*% FD(A, ¢, k) pro-
cesses A in one pass using O(dk/e) working space. It maintains a sketch matrix B € RO(Kk/=)xd
such that

|ATA — BTBl> < el|A — [Alu]|/k-

The original FD algorithm of Liberty (2013) is deterministic and has running time O(ndk/e) to
process an n X d matrix. We note that the working space of FD is in terms of real numbers rather
than words; it is still unclear how one can obtain a space bound in terms of words/bits (Boutsidis
et al., 2016; Cohen et al., 2017).
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One nice property of FD is that it is mergeable (Agarwal et al., 2013). Informally speaking, let
B =FD(A,e,k) and B’ = FD(A’, e, k) for any A and A" with the same number of columns, then it
was shown that C’ = FD([B; B'], ¢, k) has covariance error no larger than C' = FD([A; A'], ¢, k).
By induction, the number of sketches to be merged can be arbitrary. This mergeable property
makes FD directly applicable to the distributed model, i.e., each machine sketches its local matrix
independently, and sends the covariance sketch to the coordinator; the coordinator simply combines
the sketches running another FD algorithm. Therefore, the algorithm is deterministic and works in
the distributed streaming model. Note that the total communication cost is O(skd/¢) real numbers.
We will show how to improve the communication cost to O(skd/c) words in section 4, and here we
summarize our deterministic upper bound as follows.

Theorem 7 There is a deterministic algorithm in the distributed streaming model which computes a
sketch matrix with covariance error at most €| A — [Aly||%/k. The communication cost is O(sdk /)
words, and the space usage of each machine is O(kd/<) real numbers.

2.1 Deterministic Lower Bound

In this section we will prove communication lower bound in the s-party number-in-hand model with
a shared blackboard. We first provide some preliminaries on multi-party communication complexity.

2.1.1 RECTANGLE PROPERTY OF COMMUNICATION COMPLEXITY IN THE BLACKBOARD MODEL

Let IT be any deterministic protocol in this model for some problem f, and let 7 be a particular
transcript of II (concatenation of all messages). Define p to be the subset of all possible inputs for f,
which generate the same transcript 7 under protocol II. It is well-known (Kushilevitz and Nisan, 1997)
that p is a combinatorial rectangle. Formally, p is a Cartesian product p = By X Bg X - -+ X By,
where B; is a subset of all possible inputs for player i. For a deterministic protocol, each input
always generates the same transcript, therefore II partitions the set of all possible inputs into a set of
combinatorial rectangles P = {p1, p2,-- - , pn}, each of which corresponds to a unique transcript.
In particular, the protocol cannot distinguish those inputs in each p;—in other words any correct
protocol II should produce a rectangle partition such that all inputs in any rectangle share a common
correct output. Since the transcript corresponds to each rectangle is unique, the maximum length
among all transcripts (i.e. the communication cost) is at least log | P|.

2.1.2 PROOF OF THE LOWER BOUND

In this section, we show a deterministic lower bound of (sd/¢) bits for (e, 0)-sketch, i.e. with
covariance error ¢|| A||%. Note that this directly implies a lower bound of Q(skd/¢) bits for (¢, k)-
sketch. Put ¢t = % for some constant o < 1 to be determined later. In our lower bound proof, each
machine ¢ gets a t X d matrix A ¢ {—1,+1}*9, and thus the total number of possible inputs is
2std and all input matrices have Frobenius norm exactly std. Our goal is to show that if the size of
a combinatorial rectangle p is larger than 2(1=5)5!4 for some absolute constant (3, then there must
be two input matrices A, A’ in p such that || AT A — A" A’||5 is too large, which means they cannot
share the same answer. Therefore, the rectangle partition produced by any correct determnisitic
protocol cannot contain a rectangle of size above 2(1 =)t which implies the communication cost is
at least Q(Bstd) = Q(sd/e).
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Lemma 8 There exists a constant 3 < 1/2, such that, for any rectangle p of size larger than
2(=B)std \oo can find A, A’ € p satisfying

|ATA— AT Ay > Q(sd) — st.
Proof We write p = By x By--- x B,, where B; C {—1,+1}"*9 for each 4, and define U =
{i | |B;| > 201-2P)t4} We have the following simple property.
Claim 1 If |p| > 2024 then |U| > 5/2.

Proof U is the same as {i | log|B;| > (1 — 28)td}. By our assumption, we have

> log|Bi| =log|p| > (1 — B)std.
=1

Using the fact that log | B;| < td for all i and an averaging argument, we conclude that |U| > s/2. R

Note that each B; is a subset of {—1, —|—1}th; we define B; ; to be the projection of B; onto the jth
row, i.e.,
B; j = {b| bis the jth row of some matrix in B;}.

It is not hard to verify that
¢
|Bil < [T 1Busl;
j=1

and thus there exists j with | B; ;| > 2017294, provided that | B;| > 201=2%)% For each i € U, we
fix such a j;, and for simplicity we write (); = B j,. The following lemma is proved by Huang and
Yi (2017).

Lemma 9 (Huang and Yi (2017)) Assume  is distributed uniformly in {—1,+1}%, L C {—1,4+1}%
and |L| > 2= for a sufficient small constant o, then we have

Pr,[max 2Ty > 0.2d] > 3/4.
yeL

Applying the above lemma we prove the follow result.

Claim 2 Let ¢ = |U|. We have

E. [ max (z7y®)?| = Q(ed?).

Proof We have |Q;| > 2(1=28)d for each i € U, therefore, by setting 4 small enough, we can apply
Lemma 9 on each (); and get

Prs [ max a:Ty(i) > O.2d] > 3/4.
yMeQ;

It follows that

E.[max(zy)?] > Pr, [ max 27y® > 0.2d] -Q(d?) = Q(d?).
YEQ; yMeQ;

10
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Hence,
Ex max (zTy")?| = Z Ex [ max (xTy(i))ﬂ = (- Q(d?),
jev ¥V eQ iev e
which completes the proof. |

Obviously, for any x

max |[MDz|? > max (z7y®)2
MO eB; YD eQ;

By Claim 2 and the fact |U| > s/2, it holds

S
E. [ max |yM<i>x||2] = Q(sd?). 2)
— M@WeB;
=1
Let W be any matrix in B® fori =1, - - - , s. According to standard calculation, it can be shown

that
E. [HW(“xH = td.

Therefore, we have
E. [Z HW<%||2] = std.
i=1

Combined with (2), we get

S
Eo | < max ||MDz|? — |yw<i>x||2) = Q(sd?) — std.
P M®epB;
Then there exists a vector z* € {—1, +1}% and matrices M) € B;,fori = 1,--- , s, such that
S o s .
S MO 2 = 3 (W02 = (ad?) — st ®
i=1 i=1

Weset A= [MW;... . M®)]and A’ = [WD;...; W], and obviously A, A’ € p. From (3), we
have

HATA o 14/’11/11"2 — max “|A$H2 B HA,‘T"HQ‘
zeR? ]|
IS MO = S (WO 2
- [l2*13
= Q(sd) — st,
which proves the lemma. n

Now we are ready to prove our main theorem for deterministic complexity.

Theorem 10 Let A € {—1,+1}"* be the input matrix which is row-partitioned across s machines.
If 1/e < d, then the deterministic communication complexity of computing a (g,0)-sketch matrix X
is Q(sd/e) bits.

11
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Proof In our hard instance, each machine gets a matrix A®) € {1, 4+1}"*% where t = ¢ /¢ for a

sufficiently small constant o, and thus n = st.* As aresult, || A||% = osd, which is the maximum
covariance error of X allowed. Let us consider any correct deterministic protocol II, which partitions
the set of all possible inputs into combinatorial rectangles P = {p1, p2, - , pr}-

Assume, for some i, |p;| > 2(1_5)“, then by Lemma 8, there exist A and A’ in p; such that
|ATA— AT A’||y = Q(sd) — st. By our assumption, t < od, and thus || AT A— AT 4’|y > 2¢||A||%
for sufficiently small o. Let X be the output corresponding to p;. We have

|ATA — XTX |y + || AT A — XTX||o >|ATA — AT A,
>2|| A%

It implies that the error of X is too large for either A or A’, which contradicts the correctness, so
|ps] < 200=A)std for all i. Since the number of all possible inputs is 2°/%, we have | P| > 275!, thus
the communication cost of IT is at least log |P| = Q(std) = Q(sd/e) bits. [

Since the problem can be trivially solved with O(sd?) words of communication, our bound is also
tight for the case when 1/¢ > d.

Corollary 11 Ifk/e < d, the deterministic communication complexity of computing an (&, k)-sketch
matrix is lower bounded by Q(skd /<) bits.

Proof The covariance error allowed for an (¢, k)-sketch is at most || A — [A]x||%/k < ¢||A||% /k,
meaning an (g, k)-sketch is also an (¢/k, 0)-sketch. So, Theorem 10 implies a lower bound of
Q(skd/¢) bits for (e, k)-sketch. [ |

3. Randomized Algorithms

The key step that enables us to bypass the deterministic lower bound is a better randomized algorithm
which computes a sketch with covariance error || A||%./k for any input matrix A. For this problem,
the deterministic lower bound is 2(skd/e), however, we give a new randomized algorithm with
communication cost O( ‘/gakd -y/log d).

We first present our communication-efficient algorithm in distributed model with covariance
error c|| A||%. Then show how to use this algorithm as a subroutine to get an efficient algorithm with
stronger error bound.

3.1 Covariance Error o A||%

As we have shown, this problem can be solve deterministically with O(sd/a) communication. An
alternative approach is to use random sampling (Drineas et al., 2006a; Oliveira, 2010; Drineas et al.,
2011). Sampling can be adapted to the distributed setting, however the communication cost is
O(d/a?), which has an undesirable quadratic dependence on 1/c.

Our new approach has O(+/5d /) communication cost, which is o(s) times the optimal sketch
size for («, 0)-sketch (which is ©(d/a) Woodruff (2014)). In this section, we give an algorithm with
cost in terms of real numbers, then will discuss how to improve this to word complexity in section 4.

4. Note that, for general n, we can append 0 rows at the end of each A® | which will not affect the proof.

12
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Our approach also performs random sampling, but we sample the rows of an “aggregated” form of
the input matrix.

3.1.1 OUR ALGORITHM

The core procedure is the singular-value-sampling algorithm (SVS), which is presented in Algo-
rithm 1. In this algorithm, given an input matrix A, we first compute its SVD A = UXV7T, and
then sample each right singular vector v; with probability depending on the corresponding (squared)

singular value 032. We use a function g() to characterize the sampling distribution, i.e., 9(0]2-) is
9

9(0?)
distributed algorithm, each machine ¢ runs SVS on the input matrix A®_ and then sends the output
to the coordinator (Algorithm 2). The coordinator computes the final sketch matrix using FD with
working space O(d/«) (Algorithm 3).

Note that, in our algorithm, each machine also performs row sampling. The differences between
our algorithms and the row sampling algorithms from Drineas et al. (2006a); Oliveira (2010); Drineas
et al. (2011) for covariance sketches are as follows. (1) We sample the rows of the “aggregated”
form of the input matrix instead of the original. Let UV be the singular value decomposition
of A. We view agg(A) := V7T as the “aggregated” form of A. (2) Our sampling scheme is
different—in previous works, each row of the sketch matrix is an i.i.d. sample from the original
matrix (with replacement) and rescaled, but we use independent Bernoulli sampling. Although this
seems insignificant, it is actually crucial to our analysis. It is not clear whether a similar bound holds
if we use i.i.d. sampling instead.

. In our

the probability to sample jth singular vector. If it is sampled, we rescale v; by

Algorithm 1 SVS(A, g): A € R™*%; g is the sampling function.
1: Set B empty
2: Compute (U, 3, V) = SVD(A)
3: Set z; = 1 with probability g(c7), and z; = 0 with probability 1 — g(c7)

J
: Letw; = o/ /g(ajz)

: Append UJT rescaled by z;w; (ie., zj - w; - VjT) to B, where v; is the j-th right singular vector
: Remove zero rows in B
: Output B

4
5
6
7

Algorithm 2 Algorithm for machine 4. Input: A € R"*¢ and sampling function g.

1: B® =SVS(A® g)
2. Send B® to the coordinator

Algorithm 3 Algorithm on coordinator. Input: B®) i =1---s.
1: B' = FD([BW;... B®)],a,0)
2: Return B’

Let B = [B( ...  B®)]. For technical reasons, we also want the Frobenius norm of the sketch
matrix B to be bounded: || B||% < O(1) - || A]|%. It is quite standard to bound the norm of B for our

13
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algorithm (see Appendix B), so we will focus on bounding the covariance error ||AT A — BT B||s.
We first prove a theorem for a general sampling function g, then discuss how to pick a good sampling
function in the next section.

Theorem 12 Let A®) be the input of the i-th machine, and B be matrix sent by machine i. Let A
and B be the concatenation of A)’s and B\)’s respectively. We define

2 2
o; 1— .
M = max 2 and K> = Zmax "7 i 3 9lo Z’j)),
i g(o; ,J) -1 7 Q(Ui,j)

where o; ; is the jth largest singular value of AW then the following inequality holds:

—t2/2
T AT All, > 1] < 2d - 1= ).
Pri|B*B — A" Al|2 > t] < 2d - exp </§2 n Mt/3>

Before giving the proof, we first briefly summarize the main idea behind the proof.

Main idea. Previous row sampling approaches sample ¢ rows from A using i.i.d. sampling, so, in
the analysis, BT B can be treated as the sum of ¢ i.i.d. random matrices of rank 1. To bound the
covariance error, Oliveira (2010); Drineas et al. (2011) used a matrix concentration inequality, while
Drineas et al. (2006a) used a variance argument. On the other hand, in our analysis, we will view
BT B as the sum of s random matrices with potentially high rank, i.e., >i,B AT BG) Since we
sample the rows of the “aggregated” matrix (with orthogonal rows) using Bernoulli sampling, each
resulting random matrix B(*) has orthogonal rows, which is important to our analysis. However, the
random matrices with high rank and are not i.i.d. now, so we cannot apply the same inequality used
in Oliveira (2010); Drineas et al. (2011). Instead, we use Matrix Bernstein Inequality (see Tropp
(2012)).

The main theorem follows from the following three claims, which are properties about the output
matrix of the SVS sampling algorithm. Let z = [z, - - - , z4] be a random vector, where z; is defined
in Algorithm 1. More precisely, x;’s are Bernoulli random variables:

{1 the jth singular vector is sampled
SCj =

0 otherwise.

Clearly, the distribution of a: is the same as x;, which take value 1 with probability g(o ) where o;
is the jth largest singular Value of A. Letw € R? be a vector, with w; defined in Algorlthm 1,1e.

Y= \/g(]fff-).

Claim 3 If A and B be the input and output of Algorithm 1 respectively, then E[BT B] = AT A.

Proof Let v; be the jth column of V. We have ATA = Z;l L 02vjul. By definition, B =
Diag(x)Diag(w)V7, then we have

BTB = V. Diag(z)?Diag(w Zx wivjv] 4)

14
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Therefore,
d d
T 2 2 2. T T
E[B*B] = E[ij Ww;v;v ] ZE Jwv] i :ZU]’UJUJ A" A,
= J=1 Jj=1
which means B” B is an unbiased estimator of AL A. [ |

Claim 4 If A and B are the input and output of Algorithm 1 respectively, then we have

2

o
Amax(BTB — AT A) < max —2—.
J Q(Uj)
Proof By (4), it follows that
d
BTB - ATA = Z(x?w? - U?)vjva =VDVT, 5)

J=1

where D is a diagonal matrix with D;; = :L‘fw? - crjz. Since V is orthonormal, VDV is the
eigen-decomposition of BT B — AT A, and thus

2
o4
Amax(BTB — ATA) = max(szwj2 J2) < max wjz = max —2—,
J J Q(Uj)
which proves the claim. |

Claim 5 If A and B are the input and output of Algorithm 1 respectively, then we have

||E[(BTB . ATA)2”|2 — mjax o-;'i ’ (1 _g(gjz)).

g9(0%)
Proof From (5), we have
d
(BTB - ATA? =vD*VT = Z(x?w? — O'J2-)2 : Uj?)]T.
j=1
By definition, E[w?w | = oj , and thus
El(zfw] —03)*] = El(afuw] - E[%Qw]z])z]
= Var[z? 5 J] = wf - Var| ?]
(e - ale?)
g*(e3) ’
_ 0_4 1- g(UJZ)
7 glod)

15
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Here we use the fact that the variance of a Bernoulli random variable with parameter p is p(1 — p).
So we have

E[(B"B—ATA?] = Y E[(@jw] —0})?] - vju]

= VvD'VT,
—g(a2
where D' is a diagonal matrix with D’; ; = a}l . % for all j. Therefore, VD'V is the eigen-
j
decomposition of E[(BT B — AT A)?], and the diagonals of D’ are the eigenvalues. Since g(a]z) <1,
the eigenvalues are all non-negative. It follows that

o} - (1-g(03))
gle®)
which completes the proof. |

HE[(BTB — ATA)Z]HQ = mjax |D;-7j] = mjax

Now we are ready to prove the main theorem.
Proof (of Theorem 12) To prove this theorem, we will use the following Matrix Bernstein Inequality,
which can be found in e.g., (Tropp, 2012) (Theorem 6.1).

Lemma 13 (Matrix Bernstein) Consider a finite sequence { X} of independent, random, self-
adjoint (or Hermitian) matrices with dimension d. Assume that

E[Xk] = 0 and Apax(Xk) < R
almost surely for all k. Define 0* := || Y, E[X?]||2. Then the following inequality holds for all

t > 0'
Pr[Amax( E Xi) >t <d-exp 7#/
max - k) Z = 2 Rt/3 .

To use the Matrix Bernstein Inequality, we define

X; = BOT R _ 407 40,

2

By Claim 3, E[X;] = 0 for all i. By Claim 4, Apax(X;) = max; # for all 4, which will always
B

be bounded in our case, and thus we just set R = max; Amax(X;), that is

2
94

R = max Apax(X;) = max —3— =
¢ ij g(o i, j)
The last equality is by definition of M in the statement of Theorem 12. Using Claim 5, we can bound

(72:

o = | > EXTI <D IEX Triangle inequality
A A
0'4 (1 — 0-.2 .
= max —? ( 29 (i) Claim 5.
PR Q(Ui,j)
= K2 By definition of >
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Now we can directly use Lemma 13 and prove that

—t2/2
TB_ATAY >4 <d- — 1= ).
Pridmax(B* B — A" A) > t] < d-exp (/12 n Mt/3>

To establish the theorem, we still need to show

—2/2
Pridmax(ATA—BT'B) >t <d- Y
Dhs 12 d<den ().

but this inequality can be proved in exactly the same way, which we omit. |

3.1.2 SAMPLING FUNCTIONS

Next we discuss which sampling functions to use. For our application, we need to set t = a| A[|% in
Theorem 12. Observe that, given any g, the total communication cost is d - zl j g(az j) in expectation.
The most natural choice is a linear function, i.e., g(x) = ax for some a. We present the analysis of
linear functions in Appendix C.

Theorem 14 (Linear) If we set

Vs

log(d/d) - x, 1},
al Al

9(x) = min

then with probability 1 — §
|BTB - AT All; < 3a]4]
V3d

The communication cost is O(~¥.~ - log %)

b, and | B||p < 2||Allp.

However, due to technical reasons, the above linear function is suboptimal. We show that a less
intuitive quadratic function gives a better bound on the communication cost.

Theorem 15 (Quadratic) If we set
ol Al%
S

)

g(x) = {min{mlog<d/5> 2?1} ifr >

0 otherwise
then with probability 1 — 6,
|BTB - ATA|l < 4a]|A

s and ||Bl[p < 2| A] -

The communication cost is O(@ -y/log g).

Proof We observe that 04'(;(_092()02)) < 98742). If we use a quadratic function, i.e., g(z) = bx?, the
above inequality is bounded by 1/b. So we have

1 s
2<§f:7. 6
TR T ©)
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Since we set b = O (m), it holds that % < O (a?||A||%.). However, now
F

2 2 4
0ij ~ o”||A
M = max Y =0 (max I HF) ,

i, g(oz.%j) ij  S- 02]
which could be arbitrarily small when o; ; is very close to zero. Therefore, in order to make this
sampling function work, we need to drop all the small singular values. This is the reason why we set
2
g(x) =0forx < %.

For the i-th machine, given A("), we define a new matrix A(*) as follows. We write its SVD as
A% = (U,%,V), and define a diagonal matrix X:

o o ey vl
Gd =
0 otherwise.

Let A® = VT It holds that

4 B} A2
JAGT 4O — AOT 10, = (22 — S2yv T, < AALE,
s
Let A be the concatenation of A()’s, we have
o allA
|ATA— ATA), < ZIIA“TA(’ @ <Z AAE _ajap. )

This is the error resulting from dropping all the small singular values. By triangle inequality, it is now
sufficient to bound || AT A — BT B||s < || A||%. Here B is the output for A, but B essentially has the
same distribution as the output of the algorithm being applied on A. So, to bound ||[A” A — BT B/,
we can use Theorem 12 on A which has the property that all the squared singular values are larger

A2 - .
than % We set t = || A||%, and it is easy to verify that

2 2 4
t 05 t A
Mt/3 < - -max 1,23 :f-maxM
3 g g(o; ) 3 ij s- 0' 10g5
d _ o[ Al}

t
< <-alAl}/logs ®)

3 5 310g4

Since 2 < s/b = a?||A||}/log ¢ (Eqn. (6)). By Theorem 12 with t = || 4|2

T, we get
Pr{|B"B — ATA|| > ol|A] <.
By triangle inequality and Eqn. (7), we have
IBTB — ATA| < | BTB — ATA|| + | ATA - ATA|| < 22| A%

with probability at least 1 — 4.
Since x < y/z forall 0 < x < 1, we have

so 4 NCs 2 \/703
< -1 1} < “1/log =, 1
oot < winf 3t ton 1y < win(Ead o 1)
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Then the communication cost is
Vso? d d
- Catot) < - lon =4

which completes the proof. |

3.2 Covariance Error ¢||A — [A]||%/k via Adaptive Sampling

We will first present a randomized algorithm with communication cost O(skd + \/ikd -y/log d) in
terms of real numbers, then discuss how to obtain bit/word complexity.

In the deterministic algorithm, each machine 7 invokes FD to compute a local sketch B in
one pass, i.e. BY) = FD(A® ¢ k) (Theorem 6), then sends B to the coordinator. To save
communication, we will further compress each B () computed by FD. It was shown that not only
B has small covariance error, the Frobenius norm of B(*) is also smaller than the Frobenius norm
of A® Liberty (2013). From this property, it is not difficult prove the following lemma.

Lemma 16 Assume B = FD(A, ¢, k), then

1B — [BlellE < (1+ )l A — Al

Proof Let v; be i-th right singular vector of B. We have
k
1B = Bl = B3 - 3 1Buil?
i=1

k
<|IBlI% = > | Avi|® + k|| A" A — B B]|
=1

k
< 1ANE =Y 1Avl® + el A = [Alxll
=1

< 1A — [AlkllF + el A — [Alx| 7

The last inequality holds because

k k
S Au]? < 7)1 Au,
=1 =1

where w; is the i-th right singular vector of A, and |4 — [A]x]|% = ||A]|% — Zle [| A ||%. [ |
The following lemma directly follows from singular value decomposition.

Lemma 17 For any matrix B € R™ 4 there exist two matrices T € R¥*? and R € R(@=F)*d gycp
that
BT'B=T"T + R"R,

and || R|[% = || B — [Blk| %
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Proof Let B = UX V7 be the singular value decomposition of B. Clearly,
d
B"B=VS*V" = olvw].
i=1

Let T be the matrix consists of the top-k rows of the matrix ¥V and let R contain the rest d — k
rows. It is well-known that || B — [B];||% = Z?:kﬂ 0? = |R||%. Hence, T and R satisfy the
requirements of the lemma. |

For convenience, we use (7', R) = Decomp(B, k) to denote this decomposition.

Algorithm 4 Algorithm on machine ¢. Input: A ¢ Rrixd gpg sampling function g.
1: B® =FD(A® ¢, k)
2: (T™, R®) = Decomp(B®, k)
3: W =SVS(RW, g)
4: Send QW) = [T W] to the coordinator

Algorithm 5 Algorithm on coordinator. Input: Q1) = [T W@ i =1...s.

1 B=FD(QU; - V)¢, k)
2: Return B

In our algorithm (see Algorithm 4), each machine ¢ computes
(T, RY) = Decomp(BY, k).

Let B =[BW;... ; B®)], and we define T and R similarly. By the mergeability of FD, it holds that
|ATA — BTB||3 < ¢||A — [A]g||%/k. From Lemma 17, we have

IATA=T"T — R"R||z < | A~ [Ali|[:/k, and | Rz = Y |RV(E =D IBY — [BU]]}-
i=1 i=1

Then by Lemma 16, we get

S

IRIE < (1+e) Y 1 AD — [AD]e] ©)
i=1
Let [A],(f) be the ith block of [A]}, corresponding to the rows in A(), We observe

DAY — (AL < DT IAD — (AR = 1A - [l (10)

since [A] ,(j) has rank at most k, and [A(?)];, is the best rank k approximation for A(). Combine (9)
and (10), we get

IRI% < (1+2)]|A— [All?. (11)
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Now, each machine 7 applies the SVS algorithm on R, and outputs W = SVS(R®). Let
W = [W(l); ‘e ;W(S)]. From Theorem 15, we have

IWTW — RUR|> < e[| RIIE/k < (e +€*)1A = [All7/k,

and the number of rows in W is O( \/ikd -v/log d). Then each machine i sends Q) = [T(®); W ()]
to the coordinator. Define () similarly, and we have

|ATA - QTQlly = | ATA - T"T — WTW|
=|ATA-TTT - R"TR+ RTR - WTW|
< [|ATA—B"B|y + [W'W — RTR||,
<ell A~ [AlllE/k + 2¢ ]| A — [AlellF/
< 3e- || A~ [AlplE/k
which means @ is an (3g, k)-sketch of A. The total communication cost of this algorithm is

O(sdk + ‘/ikd -y/logd). Since [|[W]|%2 = O(1) - |R||% = O(1) - ||A — [A]x|% from Theorem 15,
we also have [|Q[|% = [|A[[% + O(lA — [A]k]17).

Theorem 18 There is a distributed streaming algorithm which computes an (e, k)-sketch Q) with

QllE = IAlI% + O(lA - [Alx[17)-

probability 1 — 0. The communication cost is O(sdk +
machine is O(kd/e). Moreover,

Note that the size of (Q is not optimal, but we can apply another FD on ). Assume Q' =
FD(Q, e, k), we have ||QTQ — QTQ’||2 < ¢]|Q — [Q]k||%/k, and thus the covariance error of Q'
(w.r.t. A) depends on [|Q — [Q]x||%. However, since | Q[|% = || Al|% + O(]|A — [A]x||%), using the
same argument as in the proof of Lemma 16, it can be shown that ||Q — [Q]]|% = O(||A — [Alx||%).
As aresult, it holds that

1ATA = QT Q'll2 < O(e) - || A — [AlxllE/k.

After adjusting ¢ by a constant factor in the beginning, @’ is an (e, k)-sketch of A with optimal
sketch size.

4. Bit Complexity for Communication Costs

So far, the communication cost of our algorithms are in real numbers. In this section, we discuss how
to obtain word/bit complexity. Similar to Boutsidis et al. (2016), our main idea is to conduct a case
analysis based on the rank of A.

Case 1: rank(A) < 2k. In this case, each A also has rank at most 2k. Then we can find at most
2k rows of A which span the row space of A®_ Let Q be the matrix consists of such a set of rows.
We use the standard notation Q* to denote the Moore-Penrose pseudoinverse of Q. It is known that
the d x d matrix QT Q is the orthogonal projector which projects any d-dimensional vector x onto
the row space of @ (thus onto the row space of A(?)). Hence, if x belongs to the row space of A®),
Q1 Qx = . In particular, we have QTQAMT = AOT,
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Based on the above observation, each machine ¢ runs the following algorithm. Machine ¢ first
deterministically selects any maximal set of linearly independent rows from A® denoted as Q, then
sends both @ and QAMWT AW QT to the coordinator. Given Q, the coordinator can compute QT, and
then computes QTQANT AOQT QT+, which is exactly ADT AW 1n other words, the coordinator
can recover A’ A exactly. For the communication cost, ) takes at most 2kd words, since ) consists
of rows chosen from A. On the other hand, it is easy to verify that each entry of QAT A QT
needs at most O(log(nd/c)) bits, and thus takes O(k?) words to represent. Since k < d, the total
communication cost is O(skd) words.

Algorithm 6 One-pass algorithm on machine 7 for case 1. Input: A®) € R™i x4,
) ; (%) .
1: Initialize Q) = {4}, vV = {21}, 7 = |42

14712
2: fort =2ton;do
3:  if the ¢-th row Agl) is not in the span of Q*) then

4: Insert Agi) into Q)

5: Compute an unit vector u which is orthogonal to V' but in the span of Q¥ (Gram—Schmidt)

6: U=V[V;uT

7: Insert u into V » 1 is an orthonormal basis of Q¥
DT (i

8. Z=UTZU > 7 =VAYUT A0 yT

9:

Z =17+ VAgi) TAgi)VT > 7 = VAEZ;%TA%VT (here Agi) is treated as a row vector)
10:  end if

11: end for

122 Send C® = QUWVT ZzvQWT and Q1 to the coordinator

Naively, it requires two passes on each machine: one pass for computing ) and one pass
for QAMDT AWQT. We next describe how to implement the algorithm in one pass using O(kd)
space. See Algorithm 6 for the details. We maintain a maximal set of linearly independent rows
@ along the way, and also maintain an orthonormal basis of (), denoted as V', on the side. () and
V' are also viewed as row matrices whose rows consists of the vectors in () and V' respectively.
The matrix Z = VA®DTAOVT can be maintained in the streaming model using O(k?) space (in
real numbers)’: when a new row u is added to V, compute U = V[V;u]” (with O(k?) space,
since the number of rows in V' will never exceed 2k) and then update Z as Z = U? ZU and then
Z =7+ VAgi)TAEi)VT. In the end, we compute QVT ZV QT (using O(kd) space), which is
QAWT ADQT . Here we have used the fact that aV7V = a when a is a row vector in the row
space of V. See Algorithm 6 for more details. After receiving C) = QADTAOQT and Q
from all machines, the coordinator now can compute A’ A exactly. But, naively, it takes O(d?)
working space. Therefore, we directly compute the low rank factorization of A” A instead, i.e.,
compute B € R?**? such that BTB = AT A using FD. Details is presented in Algorithm 7.
For the correctness, denote B(Y) = (C’("))l/2 (Q(i)+)T = (C)A(i)TA(i)QT)1/2 (Q(iH)T; then
one can easily verify that BOTB® = A®T AW The coordinator computes B using FD, i.e.,
B=FD ([B(l), .. ,B®] 1, 2k), so the space and time complexity are O(kd) and O(sk*d). Since
the rank of [B(), - | B(*)] is at most 2k, the covariance error of B is || B — [B]ax||% = 0, and thus
BTB =37, BOTBO = AT 4,

5. Note V' may contain exponentially small entries Boutsidis et al. (2016), so we cannot send Z directly.
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Algorithm 7 Algorithm on coordinator for case 1. Input: C' @ QW i=1,..5s
1: Initialize B =0
: fori=1tosdo
Compute Q)+ and D) = (C'(i))l/2

2
3
4 B=FD ([B; DO (QW+)"], 1, 2k:)
5
6

: end for
: Return B

Case 2: rank(A) > 2k. In this case, each machine 4 first computes a matrix Q) as in Section 3 such
that @ = [QW);--- ; Q)] is an (e, k)-sketch of A. Note that () may contain entries exponentially
small in k /e (Boutsidis et al., 2016), which leads to an extra k /e factor in communication cost. We
use the following result which gives a lower bound on the singular values of a matrix with integer
entries of bounded magnitude.

Lemma 19 (Lemma 4.1 of Clarkson and Woodruff 2009) Ifan nx d matrix A has integer entries
bounded in magnitude by , and has rank p, then the k-th largest singular value of A satisfies

of > (ndy?) M7,

Since we assume each entry of the input matrix A is an integer with magnitude bounded by
poly(nd/e) and rank(A) > 2k, we get from the above lemma

1A = (ALl > 0%y > (nd/e)™ (12)

for some constant b > 0. Observe that each entry of ) is upper bounded by poly(nd/e), since
otherwise the covariance error of () must be too large. Therefore, if we round each entry of @) to
a sufficiently small additive poly ' (nd/e) precision, and let Q be the matrix after rounding, then
1Q7Q — QT Q|2 < poly~L(nd/e) < O(e) - ||A — [A]x]|%. Now, each entry of Q is representable
with O(log(nd/¢)) bits, and thus the communication cost is O(skd) + O(y/skd/c) words. The
deterministic case is the same; just replace each Q%) in the above argument with an (e, k)-sketch
computed by the deterministic FD.

5. Distributed PCA

In this section, we show how to use our distributed sketching algorithm to obtain improved commu-
nication bounds for distributed PCA. All algorithms in this section will be randomized with success
probability at least 0.9.

5.1 Distributed PCA for Dense Matrices

To solve the distributed PCA problem, we can use Theorem 18 to obtain an (e, k)-sketch @), and
then the coordinator computes the top & right singular vectors of (). The communication cost is
thus O(sdk + @ -y/log d) words. When s > IOE%d, this cost is O(skd). In the model where all
machines need to output the same answer, a lower bound of 2(skd) bits was proved in Boutsidis
et al. (2016). Since it takes O(skd) communication for the coordinator to broadcast the answer to all

machines, our algorithm is optimal in this setting (up to a log factor).
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On the other hand, when s is small, the term O(@ - v/log d) dominates the cost. In this case,
we can further improve the communication cost when d is large using the distributed algorithm
of Boutsidis et al. (2016).

Theorem 20 (Distributed PCA of Boutsidis et al. 2016) Given any A € R™*® which is distributed
across s machines, there is a batch algorithm for PCA with communication cost

O(sdk + min{d, ke 2} - min{n, ske~2}).

In our covariance sketch algorithm, each machine can independently computes a matrix B(?)
(with little communication), such that B = [B M.....B (s)] is a (e, k)-sketch of A and the number
of rows in B is O(sk + @ -v/log d). We call B a distributed covariance sketch. To solve PCA,
we do not need to send B; we could compute the top k singular vectors of B using any distributed
algorithm. In Lemma 21, we show that only approximate singular vectors of B are needed. Therefore,
we can run the algorithm of Boutsidis et al. (2016) on B to compute the approximate PCs of B,
which then solves the PCA problem for A. The communication cost of this combined algorithm is
O(skd) 4+ O(y/sk/e - min{d, k/<?}). A standard implementation of the algorithm of Boutsidis et al.
(2016) needs to access the input multiple times; our combined algorithm is a distributed streaming
algorithm (with O(kd/e) working space on each machine), since the algorithm of Boutsidis et al.
(2016) is only applied on top of a distributed sketch. We remark that the distributed PCA algorithm
of Boutsidis et al. (2016) works for arbitrary partition model, where each machine gets a matrix
A e RM*d apd A = Yoy A®_ while our algorithm only works for row-partition models.

The key is the following lemma, the proof of which can be found in section 5.1.1.°

Lemma 21 For any £ > 0, and let B be a matrix such that | B||% < || A|% + O(||A — [A]x]|%) + &
and ||ATA— BTB|s < 5 ||A — [Al||F + % Let V € R™* be any orthonormal matrix satisfying
1B —BVVT|E < (1+e)lB — [Blell, then

1A= AVVT|H < 1+ 0(e)) - | A~ [Al]lF +O(1) - €.

In this section, we only need a special case of the above lemma with £ = 0; the more general version
will be used in the analysis for sparse matrices.

Corollary 22 Let Q) be a strong (/2, k)-sketch of A, and we assume ||Q||% = ||Al|% + O(||A —
[Alx||%). Let V € R¥* be any orthonormal matrix satisfying |Q — QVVT||% < (14 ¢)||Q —

(Qk%, then
1A= AVVT[E < (14 0()) - [|A = [Alx -

This corollary can be viewed as a robust version of Lemma 3. With this result, we can apply the
standard “‘sketch-and-solve” framework to solve the distributed PCA problem.

1. In the “sketch” step, all machines compute a distributed (¢, k)-sketch, i.e., each machine 4
output a matrix Q(, such that Q@ = [Q();--- ; Q)] is an (e, k)-sketch of A.

2. In the “solve” step, we can apply any communication-efficient distributed PCA algorithm on
the input Q.

6. We remark that a similar result has been proved by Cohen et al. (2017) for a relevant problem. Their proof is quite
technical, so we provide a direct proof for our application here.
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Note that, in our algorithm for (e, k)-sketch, if we do not require machines to send their local sketches
to the coordinator, the communication cost is negligible’, and the number of rows in @ is O~(\/§k:d /€).
In the “solve” step, as long as the distributed PCA algorithm approximately solves the PCA problem
for ), the output is also a valid solution for the original input A due to Corollary 22 (where we also
use the property that ||Q||% = || A||% + O(||A — [A]x||%) from Theorem 18). The communication
cost of the combined algorithm is dominated by the “solve” step, while local computation cost is
dominated by the “sketch” step. Since each machine only makes one pass over its local data with
small working space for computing an (e, k)-sketch, the above approach can convert any batch
distributed PCA algorithm to a distributed streaming algorithm.

If we use the distributed PCA algorithm from Boutsidis et al. (2016) to compute the approxi-

mate PCs for @), we solve the PCA problem for A with communication cost O(skd + @ .
min{d, k/c%}). The cost in Theorem 20 is in terms of words as long as the entries of the input matrix
are representable by O(log(nd/<)) bits. As discussed in section 4, entries in () can be rounded so
that each only takes O(log(nd/¢)) bits to represent, and thus the cost of the combined algorithm is
also in words. Using (e, k)-sketch as a sketch for solving distributed PCA, our algorithm is faster
and more space-efficient than the algorithm of Boutsidis et al. (2016).

Theorem 23 Given A € R"*%, there is a distributed streaming algorithm which solves PCA for
A. The communication cost is O(sdk + \/gkﬁ VIed . min{d, k/e2}) words, and space used by each
machine is O(dk/¢) real numbers.

5.1.1 PROOF OF LEMMA 21

Proof By assumption, we have |[ATA — BTB||y < 5 ||A — [A]4]|% + %, which is equivalent to

A AL+ S (13)

max ||| Az|* — || Bz|?| ?

aille[=1

IN

Let u; and w; be the ith right singular vector of B and A respectively. We have
k
1B - [Bll% = B3 - 3 || Bui|]
i=1

k
< A% +O(1A - [A)2) +€ = 3 [ Busl?
=1

k
< [|AIF +O(IA = [AlellF) + € = > || Bwil?
i=1

k
£ §
< [JAIF +O(IA = [AlellF) + € = D [ Awi]* + koplld - [All7 + ke by(3)
i=1

< O(||A — [Alu]|F) + 2¢. (14)

7. In fact, all the computations are local and parallel; the only communication needed is to synchronize the same sampling
function g.
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The first equality is from Pythagorean theorem. Let v; be the ¢th column of V. Again by Pythagorean
theorem, we have

k
IB — BVVT|% = IB||% - |BVVT|% = |Bll% — Y _ | Buil%,
i=1
and
k
(1+9)IB = [Blellz = IBI% = >_ | Buil® + €| B — [Blxl 7.
i=1

Since ||B — BVVT||%4 < (1 +¢)||B — [B]x||% from our assumption, we have

k k k
SO UBul2 > Y [Buil? — el B — [Bll3 > S 1Buill? — 0(e)| A — [l — 2. (15)
i=1 i=1 i=1
The last inequality is from (14). Then,

k
14— AVVT|E = AlF — |AVVT[E = [ AIF - 4w

=1

k

€ §

<A = " IBwl + k- =4 (AL} + k3
i=1

k
<|[AIF =D 1Bull® + O(e) | A — [AlpllF + (1 +22)¢  (by (15))

i=1

k
<|[AIF = " 1Bwil* + Oe)l| A — [All|F + (1 + 22)¢
=1

k k
(as Y |[Bul> =) || Buwil®)
i=1 i=1

k
<[AlF =) I Awi]® + O(e) | A = [Ale |3 + (2 + 26)¢ by (13)
=1
= A — [Alt|F + O(e)|A — [Alx |z + O(1) - &,

where the second inequality is by (15) |

5.2 Distributed PCA for Sparse Matrices

In this subsection, we assume each row of the input matrix is ¢-sparse, i.e., has at most ¢ nonzero
entries. The key building block to bypass the skd bound in the algorithm from Boutsidis et al. (2016)
is the follow result.
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Lemma 24 (Boutsidis et al. 2016) There is a randomized distributed algorithm that outputs a sub-
set of rows from A, denoted as C' € R™, such that, with probability at least 0.98, it satisfies

I A—-XC 1 A— 2
s 1% < (1+e)[|A — [All3,

The communication cost is O (skqﬁ + ?) words and the number of rows in C'isr = O (%)

Our algorithm works as follows.
1. Apply the algorithm from Lemma 24 so that the coordinator obtains the matrix C' with

r=0 (g) rows and O <%> nonzero entries.

2. The coordinator sends C to all machines.

3. Each machine ¢ computes an orthonormal basis of the row space of C' (as column vectors),
denoted as U € R%*"_and then computes A, = A;U.

4. All machines computes a distributed (e, k)-sketch for A" = [A], -+, A’] (but do not send the
sketches to the coordinator), denoted as B = [By, - - - , Bg].

5. Each machine ¢ rounds the entries in B; down (in absolute value) to the nearest multiple of
(nd/e)~¢ for a sufficient large constant ¢, and let B; be the rounded version; then sends B; to
the coordinator.

6. The coordinator computes top-k right singular vectors of B = [Bl, A B~s}, and let Q € R"™<F
be the matrix whose columns are the top-k right singular vectors of B. The coordinator outputs
V =UQ € R¥¥,

Correctness. From the analysis in Section 4, when rank(A) < 2k, there is an exact algorithm
with communication cost O(sk?) words. Therefore, we only need to consider the case when
rank(A) > 2k.

Claim 6 Assume rank(A) > 2k, then, for a large enough constant c in step 5, the covariance error
of B with respect to A’ is

~ o~ 1> 13
AT A= BYBl> < A" = [ATellf + o I14 = [Alk[[7-

Moreover, || B3 < || A + O (4" [A]i3)-

Proof Since U is an orthonormal matrix and the entries in A are upper bounded by poly(nd/e),
the entries in A’ are also bounded by poly(nd/e). From step 4, we have |[ATA" — BTB||s <
|| A" — [A']x||3 < poly(nd/e). Therefore, the entries in B must also be bounded by poly(nd/e),
since otherwise its covariance error w.r.t. A’ must be too large. It follows that || BT B — BT B||, <
poly(nd/e) - (nd/e)~¢. By ( — [A]g||% > (nd/e)~ for some constant b, so if c is large
enough, it holds that | BT B — BT B, < 5| A — [A]x]|%. Then, the first part of the lemma follows
from the triangle inequality for spectral norm. For the second part, we know from Theorem 18
that || B||% < |4'[|% 4+ O (||A’ — [A"]x]|%); and since we always round down the absolute values of

entries in B, || B||% < || B||%. Then, the second part follows. [
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Claim 7 Let A’, QQ be the matrices computed in step 3 and 6. We have
14" = AQQTNE < (L+ )| A" — [ATkll} + O(e) - | A — [Alul|B-

Proof As () contains the top-k right singular vectors of B, it holds that |B — BQQTH% =
| B — [B]k|/%. By Claim 6 and applying Lemma 21 with ¢ = ¢||A — [A]||%, we have

14 = AQQTIIE < (1+ ) |4’ - [N} +O() - 14— [Alk3

which proves the claim. |

The following lemma shows the correctness of the algorithm.

Lemma 25 Let V' be the matrix computed in step 3 and 6. We have
|4 = AVVT|[E < (1+0(e) 1A — [Alxlf

Proof Since UU7 is an orthogonal projection, the row space of A — AUUT and AUU”T —
AUQQTUT are orthogonal. Then,

|A - AVVT|E =||A - AUQQTUT| = |A — AUUT + AUUT — AUQQTUT||%

=[|A — AUUT||% + |AUUT — AUQQTUT||%. (by Pythagorean theorem)
=||A - AUUT|% + || AU — AUQQ" ||% (U™ has orthonormal rows)
=||A— AUUT||% + |4 — A'QQ"|% (note that A" = AU)
<[|A— AUUT|[E + 1+ )| A" — [AN][7 + O(e) - || A — [A]][ by Claim 7)
=[|A— AUU" |7 + | AU — [AU]i]| + O(e) - | A — [Alxlf3 (16)

Let Z = arg miny.ank(x)<kll4 — XUT||%. Because U has the same row space as C, then

A—zZUT|% = i A-XCl%<(1 A—[AlL2 17
| % X:ra{lrli?)l()ng 17 < (1+e) [Alx ||z, (17)

where the inequality is from Lemma 24. Since rank(Z) < k, we also have
|AU — [AU x| <||AU — Z||% = |AUUT — ZUT||% (U has orthonormal rows).
Then continuing from (16), we have

1A= AVVT|E < ||A = AUUT|[E + [AUUT = ZUT|[3 + O(e) - | A — [Alll
= |A— ZUT||% 4+ O(e) - |A — [Alg||%>  (by Pythagorean theorem)
< (L +e)|A—[AlF+0() - A~ [AllF by (17)
= (1+0(e)) A — [Alll7,

which completes the proof. |
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Communication cost. The communication cost of step 1 is O (skqb + l‘;ﬁ) words by Lemma 24 and

the cost of step 2 is O (@) words. In step 4, since the sketches are not sent to the coordinator, the

k

communication cost is negligible. Note that the matrix A’ has O (g) columns, so the distributed

slog(k/e)-k
€

sketch matrix B in step 4 is an O (sk + x O (g) matrix (Theorem 18). Thus, the

slog(k/e)-k?

~ words (note that each entry in B

rounded version B can be encoded using O (5’722 +

is upper bounded by poly(dn/e) from the proof of Claim 6) and the communication cost in step 5 is

2 log(k/e)-k2 . L
(@) <SI; + sogg# words. There is no communication in step 3 and 6.

We summarize the main result on distributed PCA for sparse matrices in the following theorem.

Theorem 26 Given A € R™ % with row sparsity ¢, the above distributed algorithm correctly solves

/ 1.2
PCA for A and the communication cost is O # + % + W) words.

We remark that the @ term in the communication is the cost needed to broadcast C' to all s machines.
In the blackboard model, where each message is seen by all machines, the cost of this step is O(k¢/¢)
words. Note that the matrix U may contain exponentially small entries, and thus it is possible that
the entries in A’ are not representable by polylog(nd/e)-bit words. So we cannot use Theorem 18
directly. Instead, we have used a more careful argument to obtain the word complexity.

6. Numerical Simulations on Synthetic Data

In this section, we evaluate of the trade-off between covariance error and communication cost on
synthetic data generated from a natural statistical model. The communication cost is measured
in terms of the total number of rows sent. All real numbers are stored as double-precision floats.
Given an input matrix, the accuracy of an approximation matrix B is measure by ||AT” A — BT B)|.
For randomized algorithms, the reported errors and costs are the average values of 10 independent
executions. For deterministic algorithms, the actual errors they incurs could be much smaller
than their worst-case guarantees; in our evaluations, we always report their actual errors in each
experimental setting. All algorithms are implemented in MATLAB.

6.1 Competing Algorithms

Deterministic Frequency Directions. Since we mostly focus on the trade-off between communication
cost and accuracy, we use the Exact Frequent Directions (eFD) algorithm, i.e., compute the SVD of
local matrices and take their top-k right singular vectors and singular values. It can be shown that
eFD is always more accurate than the more efficient Frequent Directions algorithm of Liberty (2013).

Random row sampling. In the random row sampling (RS) algorithm, each row of B is a rescaled row
of A picked independently with replacement, with probability proportional to the squares of their
Euclidean norms.

Our algorithms. We implement our SVS algorithm with both linear and quadratic sampling functions,
named L-SVS and Q-SVS respectively. From the analysis of linear sampling function, we do not
require to discard all small singular values. However we find in the experiments that this truncation
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operation slightly improves the performance and makes the results more stable. Therefore, given a
target message size ¢/, we will only keep the top 4¢ singular values; by a similar argument as in the
analysis for the quadratic function (Theorem 15), one can show that this truncation operation affects
the theoretical bound by at most a constant factor.

6.2 Synthetic Data

We use the same synthetic data sets as in Liberty (2013); Ghashami et al. (2014a). We generate our
data sets using the following distributions. The input matrix is A = SDU + N/(. The signal row
space matrix U € R4 (¢t <« d) contains a random ¢-dimensional subspace in R with UUT = I,.
More precisely, we first generate a matrix G' € R4 such that g; ; ~ N(0, 1) are i.i.d. standard
Gaussians. Let (Q, R) = QR(G) be the QR decomposition, and U is a first ¢ columns of Q). D
is a diagonal matrix with d;; = 1 — (¢ — 1) /¢, which gives linearly diminishing signal singular
values, and S € R™ " is the signal coefficients matrix, where each s; ; ~ A/(0,1). The matrix
SDU has rank ¢, which is the signal we wish to recover. The matrix N € R"*¢ is a d-dimensional
Gaussian noise added to the signal with n; ; ~ N(0, 1), and the parameter ¢ controls the level of
noise. From Vershynin (2011), we know the spectral norm of SDU dominate the spectral norm
of N when ( is greater than some constant ¢; (c; & 1 experimentally). In this case the signal is
recoverable. Moreover, when ¢ < ¢y \/cm for another constant close to 1, the Frobenius norm of A
is dominated by the noise. Hence, in the experiments, we typically choose ¢; < ( < ¢ m, SO
that the signal is still recoverable even though the vast majority of the energy of each row is due to
noise. The matrix A is randomly partitioned to s machines. In all of our experiments, the input on
each machine will be a matrix of size 1000 x 500.

6.3 Performance Evaluation

In the first set of experiments, we evaluate the accuracy of the four algorithms on six sythetic data
sets where noise ratio ¢ varies from 4 to 12 and signal dimension ¢ is set to 30 and 40. For the ease
of comparison, the communication cost for each algorithm is tuned to be roughly 20 per machine.
Figure 1 shows that the error of each algorithm increases when the number of machines grows
from 20 to 160, this is because the input size on each machine keeps fixed and as the number of
machines increases, the Frobenius norm of the entire input A scales linearly. It is observed that our
two algorithms consistently outperform eFD and RS. Although there is slight difference between
our two algorithms, for most of the time they demonstrate similar performance. Even though we
restrict the message size to be smaller than the signal dimension, the error of our algorithm is quite
small and increases very slowly as s getting larger, especially when the noise is relatively small.
We also observe that the error of eFD grows almost linearly as the norm || A||% increases, and the
performance of eFD is surpassed by random sampling when s is relatively large

In Figure 2, we evaluate the trade-off between covariance error and communication costs. In
these set of experiments, we fix the number of machines to s = 128. The performance of all
algorithms increase with higher communication cost; it is clear that our two algorithms are the most
cost-effective ones. We observe that, even though our signals have 20 — 30 dimensions, the errors
of our algorithms are already very close to optimal when each machine is only allowed to send 10
rows. On the contrary, the error of eFD becomes small only when the message size of each machine
is close to the signal dimension. For random sampling, the errors decay slowly, which confirms its
quadratic dependence on 1/e. To achieve high accuracy, the sample size needs to be very large. So

30



COMMUNICATION-EFFICIENT DISTRIBUTED COVARIANCE SKETCH
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Figure 1: The number of machines s varies from 20 to 160. We tune the communication cost for
each algorithm to be roughly 20 rows per machine.
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Figure 2: Error vs cost. The number of machines s is 128.

our SVS-based algorithms have a property that, to recover a signal, the number of rows sent by each
machine can be much smaller than the signal dimension. Both eFD and RS do not share this nice
property.

7. Conclusion

In this paper, we study covariance sketch and its application to PCA in the distributed model.
For covariance sketch, we give efficient one pass algorithms with improved communication costs,
and prove a tight deterministic lower bound. We also provide analyses on the bit complexity for
communication costs. We also show how to apply our distributed sketching algorithm to improve the
communication costs of distributed PCA algorithms for dense and sparse matrices.

There are still lots of questions left unanswered. The most interesting one is whether our
randomized algorithm for covariance sketch can be significantly improved. In particular, it is
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still unknown whether the dependence on s can be improved further. The y/log d factor in the
communication costs might be an artifact of the matrix concentration inequality used; with a more
suitable inequality or a more refined analysis, it might be removed. For PCA, it is unclear whether
the Q(skd) lower bound of Boutsidis et al. (2016) still holds in the setting where only one machine
needs to know the answers; it is also interesting to determine the right order of the poly(s, k,1/¢)
term in the cost. Another question is to determine the communication complexity of covariance
sketch in the arbitrary partition model.
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Appendix A. Proof of Lemma 1

Lemma 27 (restatement of Lemma 3)
1A = 75 (A)[F < 1A — [AlullF + 2k - [|ATA — BT B]J2.
Proof For any x with ||x|| = 1, we have
| [|[Az||*> — |Bz|* | = | 2" (ATA— B"B)z | < ||[A"A— B"B||;
Let u; and w; be the ith right singular vector of B and A respectively
1A = 7B (A)1F = [AlF — Imh(A)E
k
= [IAIF =D | Auilf?
i=1

k
< | AlE =Y IBuill* + k- | ATA — BT B|2

i=1

k
< JAllF =D IBwill> + k- |ATA~ BT Bl|2

i=1

k
< JAllE =D Awil* + 2k - |ATA ~ BT B]|2

=1

= |4~ [Alu]l + 2k - | ATA — BT B|».

Appendix B. Bounding || B||»

Theorem 28 Assume the same setting as in Theorem 12, and define

g, s ot (1 =aqalc?.
M = max 172] and 7_2 — 2,) ( g( Z,j))
i g(oy ;) Zi,j

then the following inequality holds:

F F + X .

The proof of this theorem is actually a special case of the proof of Theorem 12; here we only
need to bound the sum of squared singular values, so we apply the usual Bernstein Inequality (see
e.g. Dubhashi and Panconesi (2009)) for scalar random variables.
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Appendix C. Linear function (Proof of Theorem 5)

From Theorem 12 and 28, we want to bound M, x? and 72. It is easy to bound M if we pick a linear
function, i.e., g(x) = Sz for some . Since g() is a probability, it also must be bounded by 1, and
thus we will set g(z) = min{Sx, 1}. Then the communication cost is

dzg <,8dZaZ]—Ber\A Mg = BdllAll%

For any o, we have

ot (1-g(o?) _ o y_ 0’ 4 1 1
C R N A A
B 1 L\ 1
N _<25_0> Tip
< 1

So it follows that

We also have

i, (1—g(07;)) af; | A|?
72:21 ,]SZWJZQF'

i’j

s

To achieve the desired error bound, we set 8 = allAZ

We have M < 1/f, and thus

‘log 4, and set t = || A% in Theorem 12.

d
5)+ 0% Al[1/(35 og ).

which is at most o?||A||%./(2log(d/d)). From Theorem 12 with ¢t = «l|A||%, the probability
Pr[||BT B — AT A|| > «||A||%] is smaller than

d
K24+ Mt/3 < o?| A%/ (4 - log <

—o?||All%/2 d
d- L < d- _log =
o 7l AlE o) = 4o (e5)
= 0.
To bound || B|| , we set t = || A||% in Theorem 28, and have
Al Al
2y < oAl alalh
(Vs-log§)  (3v/s-log§)
d
< Al tog €.

By Theorem 28 with ¢ = || A||%, we have
PriI Bl% = 2/|AllF] < 6/d.

The communication cost is at most O( fd -log %l).
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