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Abstract

We investigate the construction of early stopping rules in the nonparametric regression
problem where iterative learning algorithms are used and the optimal iteration number is
unknown. More precisely, we study the discrepancy principle, as well as modifications based
on smoothed residuals, for kernelized spectral filter learning algorithms including Tikhonov
regularization and gradient descent. Our main theoretical bounds are oracle inequalities
established for the empirical estimation error (fixed design), and for the prediction error
(random design). From these finite-sample bounds it follows that the classical discrepancy
principle is statistically adaptive for slow rates occurring in the hard learning scenario, while
the smoothed discrepancy principles are adaptive over ranges of faster rates (resp. higher
smoothness parameters). Our approach relies on deviation inequalities for the stopping
rules in the fixed design setting, combined with change-of-norm arguments to deal with the
random design setting.

Keywords: early stopping, discrepancy principle, non-parametric regression, spectral
regularization, reproducing kernel Hilbert space, oracle inequality, effective dimension

1. Introduction

1.1 State-of-the-art

The present work addresses the problem of estimating a regression function in a nonpara-
metric framework by means of iterative learning algorithms, which is an ubiquitous problem
in the statistical and machine learning literature. Since it is out of the scope of the present
introduction to review all of them, let us only mention a few contributions in machine learn-
ing such as the boosting strategies aiming at estimating a regression function from a set
of weak learners by iteratively re-weighting them (Duffy and Helmbold, 2002; Bühlmann
and Yu, 2003), or the more recent use of deep neural networks (Anthony and Bartlett,
1999; Goodfellow et al., 2016), where the iterative stochastic gradient descent algorithm is
extensively applied (Jastrzebski et al., 2018; Li and Liang, 2018). Nonparametric regression
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is the topic of several monographs such as Györfi et al. (2002), Tsybakov (2009), or the
more recent book by Giné and Nickl (2016) that provides a detailed account of classical
techniques for the theoretical analysis of nonparametric models.

Our theoretical analysis applies to learning algorithms embedded in a reproducing kernel
Hilbert space (RKHS) associated with a reproducing kernel (Aronszajn, 1950). Their use in
machine learning traces back to Aizerman et al. (1964); Meisel (1969), and there is now an
extensive literature on this topic. Among others, Cucker and Smale (2002) and Steinwart
and Christmann (2008) describe the mathematical foundation of learning with reproducing
kernels. Caponnetto and De Vito (2007) derive optimal convergence rates for the prediction
error of the kernelized Tykhonov algorithm, while Jacot et al. (2018) connect the properties
of a deep neural network during the training to a particular reproducing kernel called the
neural tangent kernel (see Scholkopf and Smola (2001) and Shawe-Taylor and Cristianini
(2004) for more applications of reproducing kernels).

The class of spectral filter algorithms (Bauer et al., 2007; Blanchard et al., 2018b; Lin
et al., 2020) that is under consideration in the present work can be seen as a subset of
the broader family of iterative algorithms. Iterative algorithms become ubiquitous in sit-
uations where some regularization is needed (Raskutti et al., 2014), or if no closed-form
expressions are available for the estimator of interest. This typically arises for most of
M-estimators (van der Vaart and Wellner, 1996) for which optimization algorithms such as
gradient descent, coordinate descent, or Newton’s method are used among others (Boyd and
Vandenberghe, 2004). In practice using such iterative algorithms requires the knowledge of
the best iteration number at which one should interrupt the process. This optimal iteration
number actually reaches a crucial trade-off between the statistical precision output after
some iterations and the computational resources induced by them. For instance, interrupt-
ing the process too early provides a poor statistical precision, whereas waiting for more
iterations induces a higher computational price (and typically even worse performances)
(Raskutti et al., 2014, Fig. 1).

The main focus here is given to the so-called early stopping rules, which are data-driven
estimators of this usually unknown best iteration number. Designing such rules is all the
more important as they are designed to output an efficient estimator while saving the
computational resources. For instance, unlike Lepskii’s method and similar model selection
procedures (De Vito et al., 2010; Blanchard et al., 2019), early stopping rules avoid all
pairwise comparisons between models, which turns out to be highly time consuming. The
design and study of early stopping rules have received a lot of attention which can be traced
back to the empirical work of Prechelt (1998) in the context of neural networks. A first line
of research leads to deterministic stopping rules that only depend on the data through the
sample size n and some smoothness parameters (see Zhang and Yu (2005) for the boosting,
followed by Yao et al. (2007) and Lin et al. (2020) with spectral filter algorithms). A second
strategy has been initiated by Raskutti et al. (2014) and then by Wei et al. (2019), which
mainly relies on upper bounding with high probability the estimation error by means of
the Rademacher complexity. The resulting stopping rules enjoy good convergence rates
from an asymptotic perspective, but only depend on the data through the points of the
design which limits their practical application. More recently, a new promising idea has
been investigated by Blanchard et al. (2018b,a) in the context of the Gaussian sequence
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model where a stopping rule is suggested and analyzed which relies on the one hand on the
discrepancy principle, and on the other hand on the estimation (rather than an upper bound)
of the approximation error. While the resulting stopping rules still have some drawbacks
compared to classical model selection procedures (such as Lepskii’s method (Blanchard
et al., 2019)) in terms of statistical optimality, they achieve good oracle properties in a
computationally efficient way.

1.2 Contributions

From a practical perspective, our main contribution is the description of data-driven early
stopping rules based on the discrepancy principle (Phillips, 1962). Unlike previous ap-
proaches, the dependence of our stopping rules with respect to the data is not limited to
the sample size (Yao et al., 2007) nor to the design points (Raskutti et al., 2014; Wei et al.,
2019). By contrast, the present work rather extends the results of Blanchard et al. (2018b,a)
for inverse problems in the Gaussian sequence setting to the context of reproducing kernels
and kernelized spectral filter estimators.

From a theoretical perspective our contributions are two-fold. On the one hand, we
derive the first non-asymptotic theoretical analysis of these stopping rules applied to spectral
filter algorithms combined with reproducing kernels. Firstly, this analysis relies on several
new concentration inequalities in the fixed-design setting which lead to (non-asymptotic)
oracle inequalities for two stopping rules based on the discrepancy principle. Secondly, we
use a new change-of-norm argument which allow us to transfer these oracle inequalities to
the random design setting. On the other hand, these finite-sample bounds from the random
design case lead to establish that: (i) the classical discrepancy principle is statistically
adaptive for slow rates occurring in the hard learning scenario (called outer case), and (ii)
the smoothing-based discrepancy principles are adaptive over ranges of higher smoothness
parameters (called inner case).

1.3 Outline

The remainder of the paper is organized as follows. Next Section 2 introduces the main
notions used along the papers. It starts by describing the statistical model, the spectral
filter learning algorithms, and reviewing previous works on optimal rates in the context of
the present paper. The early stopping rule based on the discrepancy principle (DP) is then
introduced and motivated in Section 2.4.

Our first main theoretical results are discussed in Section 3 which focuses on the DP
stopping rule in the fixed-design setting. In particular, the main ingredients of the derivation
are detailed in Section 3.1. The improved early stopping rule based on the smoothing of the
residuals is then introduced and analyzed in Section 4 for the fixed-design case, while the
random design framework is addressed in Section 5. A short illustration of the behaviour
of the different stopping rules is provided in Section 6 by means of empirical simulations
from synthetic data.

Finally, we provide proofs based on a unified analysis for both early stopping rules
in Section 7 in the fixed-design, while proofs for the random design case are detailed in
Section 8. The appendix collects some background material.
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2. Spectral filters and discrepancy principle

2.1 Regression model and reproducing kernel

Let (X,Y ) be a pair of random variables satisfying the regression equation

Y = f(X) + ε, (2.1)

where X is a random variable taking values in X ⊆ Rd, f : X → R is an unknown regression
function, and ε is a real-valued random variable such that E(ε|X) = 0 and E(ε2|X) = σ2,
with σ2 > 0 assumed to be known as in Raskutti et al. (2014) for instance. Additionally,
we suppose that ε is sub-Gaussian conditional on X, cf. Vershynin (2018).

Assumption 1 There is a constant A ≥ 1 such that

∀q ≥ 1, q−1/2(E(|ε|q|X))1/q ≤ Aσ. (SubGN)

Let k(·, ·) be a continuous and positive kernel on X ⊆ Rd and let H be the reproducing
kernel Hilbert space of k. We denote by 〈·, ·〉H and ‖ · ‖H the inner product in H and its
corresponding norm. We also define the H-valued random variable kX = k(X, ·) for which
we make the following assumption.

Assumption 2 There is a constant M > 0 such that

‖kX‖H ≤M a.s. (BdK)

For instance, (BdK) holds true if supx∈X k(x, x) ≤ M2 (from the reproducing property).
This arises with any continuous kernel and a bounded domain X , or with a bounded kernel
and X unbounded (Gaussian kernel).

In particular, we can define the covariance operator

Σ = E [ kX ⊗ kX ] ,

where a ⊗ b ∈ L(H) denotes the tensor product between elements a, b ∈ H such that (a ⊗
b)u = a〈b, u〉H, for every u ∈ H. In the following, ρ represents the probability distribution
of X, and

Lρ : L2(ρ)→ L2(ρ), Lρg(x) =

∫
k(x, y)g(y) dρ(y)

denotes the integral operator associated with k and ρ. Let 〈·, ·〉ρ and ‖ · ‖ρ denote the inner
product in L2(ρ) and its corresponding norm. Under Assumption (BdK) we know that
both, Lρ and Σ are positive self-adjoint trace-class operators. Moreover, both operators
Lρ and Σ are intimately related, which can be seen by introducing the inclusion operator
Sρ : H → L2(ρ), mapping h ∈ H to its equivalence class in L2(ρ) (Sρ is well-defined, because
under Assumption (BdK) every h ∈ H is bounded a.s.). Then it is well-known that

SρS
∗
ρ = Lρ ∈ L(L2(ρ)), S∗ρSρ = Σ ∈ L(H),

where S∗ρ is the adjoint operator of Sρ. For these and more information on the learning
with kernels setting (see e.g. Cucker and Smale (2002) and De Vito et al. (2005)). By the
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spectral theorem, there exists a sequence λ1 ≥ λ2 ≥ · · · > 0 of positive eigenvalues (which
is either finite or converges to zero), together with an orthonormal system u1, u2, . . . of
eigenvectors of the range of Lρ such that Σ =

∑
j≥1 λjuj ⊗ uj .

We will assume that f satisfies a polynomial source condition (see Chap. 4 in Lu and
Pereverzev (2013)) that is,

Assumption 3 For some r ≥ 0 and R > 0, we have

f = Lrρg, with g ∈ L2(ρ) and ‖g‖ρ ≤ R. (SC(r,R))

Note that such source conditions are often written as ‖L−rρ f‖ρ ≤ R; see e.g. Smale and
Zhou (2007).

Remark 1 (Inner and Outer cases) On the one hand, if r ≥ 1/2, then

f = Lrρg = SρΣ
r−1/2Σ−1/2S∗ρg = SρfH, (2.2)

where fH = Σr−1/2(Σ−1/2S∗ρg) ∈ H. This means that f (resp. its equivalence class) can
be represented (through the inclusion operator Sρ) as a function in H. This case is then
called the inner case. Let us mention that one also recovers an alternative formulation of
the source condition when r ≥ 1/2 that is,

fH = Σsh, where h ∈ H and ‖h‖H ≤ R,

with s = r − 1/2 ≥ 0 and h = Σ−1/2S∗ρg ∈ H, where ‖h‖H = ‖Σ−1/2S∗ρg‖H = ‖g‖ρ ≤
R. These results can be found in Cucker and Smale (2002), where it is shown how to
characterize H through the eigenvalues of Lρ.

On the other hand, if r < 1/2, then f can not be represented as a function in H in
general, which justifies referring to this situation as the outer case.

In what follows, the outer and inner cases are respectively considered in Section 5.2 and
Section 5.3.

We suppose that we observe n independent copies (X1, Y1), . . . , (Xn, Yn) of (X,Y ). Let
Kn ∈ Rn×n be the kernel matrix defined by (Kn)ij = k(Xi, Xj)/n and Σn be the empirical
covariance operator defined by

Σn =
1

n

n∑
i=1

kXi ⊗ kXi .

Both operators Kn and Σn are strongly related, as can be seen by introducing the sampling
operator Sn defined by Sn : H → Rn, h 7→ (h(Xi))

n
i=1 and its adjoint operator S∗n, where Rn

is endowed with the empirical inner product 〈·, ·〉n and its corresponding empirical norm
‖ · ‖n such that 〈a, b〉n = (1/n)

∑n
i=1 aibi and ‖a‖n =

√
〈a, a〉n for every a, b ∈ Rn. Then we

have

SnS
∗
n = Kn, S∗nSn = Σn.
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By the spectral theorem, there exists a sequence λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂n of non-negative
eigenvalues, together with an orthonormal system û1, û2, . . . , ûn in H and an orthonormal
basis v̂1, . . . , v̂n of (Rn, 〈·, ·〉n) such that

Sn =
n∑
j=1

λ̂
1/2
j v̂j ⊗ ûj . (2.3)

In particular, we have Σn =
∑n

j=1 λ̂j ûj ⊗ ûj and Kn =
∑n

j=1 λ̂j v̂j v̂
T
j . We write Y =

(Y1, . . . , Yn)T and ε = (ε1, . . . , εn)T . Moreover, for a function g : X → R, we write g =
(g(X1), . . . , g(Xn))T ∈ Rn for its evaluation at the design points. In particular, if g ∈ H,
then the function g and its bold version g are linked through the relation g = Sng. However
note that if g /∈ H, then the latter equality is meaningless, which justifies the use of g.

2.2 Spectral filter learning algorithms

Let us consider the problem of estimating f by means of spectral filter learning algorithms
(see e.g. Bauer et al. (2007); Lu and Pereverzev (2013); Blanchard and Mücke (2018) and
Lin et al. (2020)). For a function g : [0,M2]× [0,∞)→ R, let us write gt(λ) = g(λ, t).

Definition 2 (Regularizer) A function g : [0,M2] × [0,∞) → R is called a regular-
izer if (λ, t) 7→ λgt(λ) is non-decreasing in t and λ, continuous in t, with g0(λ) = 0 and
limt→+∞ λgt(λ) = 1 for λ > 0, and if there is a constant B > 0 such that

(i) For all (λ, t) ∈ [0,M2]× [0,∞), we have 0 ≤ λgt(λ) ≤ 1; (BdF)

(ii) For all (λ, t) ∈ [0,M2]× [0,∞), we have gt(λ) ≤ Bt. (LFU)

Our definition of a regularizer is slightly stronger than the one used in Definition 1 of
Bauer et al. (2007) or in Definition 2.13 of Blanchard and Mücke (2018). This owes to
our continuity assumption with respect to t, which excludes the spectral cut-off algorithm
(corresponding to the choice gt(λ) = 1(λt≥1)/λ) from the present study. The continuity
is not essential in our derivation but it greatly simplifies the analysis because it leads
to continuous bias and variance terms as well. Note that Blanchard et al. (2018a) also
originally derived results relying on continuity, and then extended them to the spectral
cut-off algorithm in a second step (Blanchard et al. (2018b)).

Definition 3 (Spectral filter estimators) For a given regularizer g : [0,M2]× [0,∞)→
R, a spectral filter estimator is an estimator given by

f̂ (t) = gt(Σn)S∗nY, t ≥ 0.

By (BdK), we have that max(λ1, λ̂1) ≤M2 almost surely. This implies that the estimators
f̂ (t) are indeed well-defined. The following examples provide several choices of spectral filter
algorithms and regularizers.

Example 1 The choice gt(λ) = (λ + t−1)−1 corresponds to Tikhonov regularization and
Definition 2 holds with B = 1.
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Example 2 Gradient descent with constant step size η ∈ (0, 1/M2) (also called Landweber
iteration) corresponds to the sequence of iterations

f̂ (0) = 0, f̂ (t) = f̂ (t−1) + ηS∗n(Y − Snf̂ (t−1)), t = 1, 2, . . . .

It has the closed-form expression f̂ (t) = gt(Σn)S∗nY with gt(λ) = λ−1(1− (1− ηλ)t). Inter-
polating, we may consider gt(λ) = λ−1(1 − (1 − ηλ)t) for t ≥ 1, and gt(λ) = ηt for t < 1.
In this case, Definition 2 holds with B = η.

Example 3 The choice gt(λ) = λ−1(1 − e−tλ) corresponds to Showalter’s method. In this
case, Definition 2 holds with B = 1.

At some places, an additional assumption will turn to be useful in the analysis of spectral
filter algorithms. It lower bounds the regularizer.

Assumption 4 There is a constant b > 0 such that

for all (λ, t) ∈ [0,M2]× [0,∞), we have λgt(λ) ≥ b(1 ∧ λt). (LFL)

For instance, this latter assumption holds true with Tikhonov regularization, Gradient
descent and Showalter’s method with b = 1/2.

Finally, when dealing with rates of convergence we will also need the following assump-
tion on the qualification error.

Assumption 5 There are constants q,Q > 0 such that

for all (λ, t) ∈ [0,M2]× [0,∞), we have |rt(λ)| ≤ Q(λt)−q, (QuErr)

with rt(λ) = 1− gt(λ)λ.

Remark 4 Combining (QuErr) with (BdF), we have rt(λ) ≤ 1 ∧Q(tλ)−q and thus also
rt(λ) ≤ 1 ∧Q(tλ)−p for each p ≤ q, provided that Q ≥ 1.

It is well-known that Tikhonov regularization and gradient descent satisfy (QuErr) with
respectively q = 1 and q arbitrary; see e.g. Blanchard and Mücke (2018) for more discussion.

Let us also introduce the g-effective dimension, which generalizes the classical notion
of effective dimension (Zhang, 2003) to the case where g is not limited to the Tikhonov
regularization.

Definition 5 (g-Effective dimension) For every t ≥ 0 and any regularizer g, the (popu-
lation) g-effective dimension is defined by N g(t) = tr(Σgt(Σ)), while the empirical effective
dimension is defined by N g

n (t) = tr(Σngt(Σn)).

With Tikhonov regularization, that is gt(λ) = (λ + 1/t)−1, both the population and em-
pirical g-effective dimension simply reduce to the usual population and empirical effective
dimensions respectively given by N (t) = tr(Σ(Σ+1/t)−1) and Nn(t) = tr(Σn(Σn+1/t)−1).
Note that most cited references consider the parameterization η = t−1, i.e. they write gη(λ)
and N (η) instead of gt(λ) and N (t) as in the present paper. Interestingly, it turns out that
the effective and g-effective dimensions are closely related up to multiplicative constants as
established by the next result.

Lemma 6 Let g be a regularizer satisfying (LFL). Then for each t ≥ 0,

bNn(t) ≤ N g
n (t) ≤ 2(B ∨ 1)Nn(t).

7



Celisse and Wahl

Proof of Lemma 6 By (BdF) and (LFU) we have

N g
n (t) ≤ (B ∨ 1)

n∑
j=1

1 ∧ λ̂jt ≤ 2(B ∨ 1)

n∑
j=1

λ̂jt

λ̂jt+ 1
= 2(B ∨ 1)Nn(t),

which gives the upper bound. The lower bound follows from (LFL) and the fact that
λt/(λt+ 1) ≤ 1 ∧ λt. �

2.3 Convergence rates in related works

The use of kernel-based spectral regularization in random regression problems (also known
as “learning from examples”) has been extensively studied in the literature; see e.g. Smale
and Zhou (2005, 2007); Caponnetto and De Vito (2007) for Tikhonov regularization, Yao
et al. (2007); Blanchard and Krämer (2016) for gradient descent methods and Bauer et al.
(2007); Blanchard and Mücke (2018); Lin et al. (2020); Kriukova et al. (2016) for general
spectral regularization schemes. Existing bounds are mostly established for the L2(ρ)-error
and the H-error under (SC(r,R)) and a polynomial upper bound on the eigenvalues of Lρ.
They are usually used to construct deterministic early stopping rules (depending on the
smoothness r and the eigenvalue decay); see e.g. Yao et al. (2007) for gradient descent,
Blanchard and Krämer (2016) for conjugate gradient descent and Pillaud-Vivien et al.
(2018) for stochastic gradient descent.

Surprisingly, while the inner case r ≥ 1/2 is now well understood (Blanchard and Mücke,
2018; Lin et al., 2020), there remain some unsolved issues related to the outer case. The
main difficulties arise in case of the so-called hard learning problems for which the optimal
rates are achieved for very small regularization parameters (resp. a very large number of
iterations, considerably exceeding the number of observations). In this direction, some
improvements have been established e.g. in Fischer and Steinwart (2020); Pillaud-Vivien
et al. (2018), based on more precise concentration inequalities for the eigenvalues of the
kernel matrix (see Theorem 18).

Progress has also been made in the study of data-driven regularization parameter selec-
tion rules. Hold-out (that is, splitting the data into a training set and a validation set) and
more general cross-validation procedures have been studied in Caponnetto and Yao (2010);
Steinwart and Christmann (2008). Lepskii’s balancing principle has been extended to the
learning framework in De Vito et al. (2010); Lu and Pereverzev (2013); Blanchard et al.
(2019). While the estimators from De Vito et al. (2010); Lu and Pereverzev (2013) are
only adaptive with respect to the smoothness r, the estimator from Blanchard et al. (2019)
achieves faster rates by also being adaptive with respect to the eigenvalue decay of the ker-
nel integral operator. In slightly different directions, Page and Grünewälder (2018) studies
the Goldenshluger-Lepskii method in a reproducing kernel framework, and Brunel et al.
(2016) studies model selection for principal component regression in a functional regression
model. While all these methods share good oracle properties (and thus minimax adaption
over suitable smoothness classes), they all put no attention on computational issues. In
fact, they require that all estimators up to some threshold have to be computed before a
parameter with close-to-optimal performance is chosen.
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In contrast, the question of data-driven early stopping rules remains widely open.
Raskutti et al. (2014) suggest an early stopping rule for gradient descent that is adaptive
to the decay rate of the eigenvalues but not to the smoothness r (assumed to be r = 1/2).
They study the solution of a fixed-point equation corresponding to a bias-variance trade-off
of the empirical norm and show that this rule leads to optimal rates for the prediction error.
These results have been extended in Wei et al. (2019) to the L2-boosting based on different
loss functions. Our goal is to develop data-driven stopping rules based on the discrepancy
principle which are statistically adaptive with respect to both the smoothness parameter r
and the eigenvalue decay.

2.4 Early stopping and discrepancy principle: Motivation

As explained in the introduction, our goal is to make use of the discrepancy principle
(DP) to find a value t having small excess risk. One of its main merits is the fact that it
allows to start a search for the optimal “regularization parameter” from the easiest problem
(Mathé and Pereverzyev, 2006). The discrepancy principle has been extensively studied in
the context of inverse problems with deterministic noise, where it is also called Morozov’s
discrepancy principle, see e.g. Phillips (1962); Morozov (1966); Engl et al. (1996). Using
f̂ (t) = Sngt(Σn)S∗nY = Kngt(Kn)Y from Definition 3 with regularizer g from Definition 2, it
is based on a comparison of the empirical risk ‖Y− f̂ (t)‖2n (also called squared discrepancy or
squared residual) with the noise level Eε‖ε‖2n = σ2, where Eε(·) = E(·|X1, . . . , Xn) denotes
the expectation with respect to (X1, Y1), . . . , (Xn, Yn) conditional on the design X1, . . . , Xn).
It then advocates taking a value t for which both quantities are of comparable size.

The discrepancy principle can also be motivated by considering the expected empirical
risk Eε‖Y − f̂ (t)‖2n = Eε‖rt(Kn)Y‖2n. The first step consists in noticing that we have the
following bias-variance decomposition of the excess risk

Eε‖f − f̂ (t)‖2n = ‖rt(Kn)f‖2n +
σ2

n
tr(g2

t (Kn)K2
n).

Using (BdF) this identity implies

Eε‖f − f̂ (t)‖2n ≤ ‖rt(Kn)f‖2n +
σ2

n
N g
n (t) (2.4)

with g-effective dimension N g
n (t).

The second step exploits Lemma 22 below, which reveals a close relation to (2.4) by
showing that

‖rt(Kn)f‖2n − 2
σ2

n
N g
n (t) ≤ Eε‖rt(Kn)Y‖2n − σ2 ≤ ‖rt(Kn)f‖2n −

σ2

n
N g
n (t). (2.5)

In particular, by defining t0 ≥ 0 such that

t0 = inf
{
t ≥ 0 | Eε‖rt(Kn)Y‖2n = σ2

}
, (2.6)

it follows from (2.4) and (2.5) that

Eε‖f − f̂ (t0)‖2n ≤ 3 min
t≥0

{
‖rt(Kn)f‖2n +

σ2

n
N g
n (t)

}
, (2.7)
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where we also used that ‖rt(Kn)f‖2n and N g
n (t) are respectively non-increasing and non-

decreasing with respect to t ≥ 0 (see Figure 1a). Let us mention that Ineq. (2.7) is called
an oracle-type inequality in what follows. Similarly, we also have the next lower bound

Eε‖f − f̂ (t0)‖2n ≥ ‖rt0(Kn)f‖2n ≥
1

2
min
t≥0

{
‖rt(Kn)f‖2n +

σ2

n
N g
n (t)

}
.

The third step relies on the important consequence that these upper and lower bounds
indicate that t0 defined by Eq. (2.6) is the best choice (up to the proxy variance term
and constants) one can make for stopping early the estimation process. In particular, this
justifies the introduction of the following early stopping rule based on the discrepancy
principle (DP), which should be seen as the empirical counterpart of Eq. (2.6).

Definition 7 (DP stopping rule) For any estimator f̂ (t) = gt(Σn)S∗nY given by Defini-
tion 3, the DP-based stopping rule τDP is defined by

τDP = τDP (Y, σ2, T ) = inf{t ≥ 0 : ‖Y − Snf̂ (t)‖2n ≤ σ2} ∧ T, (2.8)

with the “emergency stop” T ∈ [0,∞].

In the context of inverse problems, see also Blanchard and Mathé (2012) with the conjugate
gradient and Blanchard et al. (2018b) with the spectral cut-off.

The above definition depends on two parameters, the emergency stop T and the true
noise level σ2. In particular, in what follows, we assume that the noise variance σ2 is
known in order to avoid further technicalities. Yet from a practical perspective, it is still
possible to plug an estimator σ̂2 of σ2 in the above definition. For this purpose, many
different estimators have been introduced in the literature Spokoiny (2002); Cai et al. (2009);
Liitiäinen et al. (2010); Devroye et al. (2018). For a theoretical perspective, the analysis of
the resulting fully data-driven stopping rule could be extended from the present material
using the arguments outlined in Remark 26 below.

From Definition 2, the fact that limt→+∞ λgt(λ) = 1 implies that the empirical risk
‖Y − Snf̂ (t)‖2n = ‖rt(Kn)Y‖2n converges to zero as t → +∞. This entails that the choice
T = ∞ is admissible as well since we will interrupt the iterations after a finite number of
them.

2.5 Further notation

The abbreviation Eε(·) = E(·|X1, . . . , Xn) denotes the expectation with respect to
(X1, Y1), . . . , (Xn, Yn) conditional on the design X1, . . . , Xn. This means a slight abuse
of notation because in the present context, the distribution of εi is allowed to depend on
Xi. We also write Pε(·) = P(·|X1, . . . , Xn).

Given a bounded operator A on H or a matrix A ∈ Rn×n, we write ‖A‖op for the
operator norm. Given a Hilbert-Schmidt operator A on H or a matrix A ∈ Rn×n, we write
‖A‖HS for the Hilbert-Schmidt or Frobenius norm. Given a trace class operator A on H or
a matrix A ∈ Rn×n, we denote the trace of A by tr(A).

Throughout the paper, we use the letters c, C for constants that may change from line to
line. They are allowed to depend on A,B, b,Q,R,M and r. Apart from these dependencies,
the constants are absolute and can be made explicit by considering the proofs. In Sections 5

10
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and 8 they are also allowed to depend on L,α (introduced therein) and σ2. Finally for any
a, b ∈ R, we write a ∨ b = max(a, b) and a ∧ b = min(a, b). For a ≥ 0 we denote by bac the
largest natural number that is smaller than or equal to a.

3. DP and oracle inequality: Fixed-design

The goal of this section is to assess the statistical performance of the final estimator f̂ (τDP ),
where τDP is the early stopping rule defined by Eq. (2.8) and derived from the discrep-
ancy principle (DP). We start by introducing new deviation inequalities for τDP and for
bias and variance terms (Propositions 8 and 9), leading then to oracle-type inequalities
(Proposition 10 and Theorem 12).

3.1 Preliminary results

3.1.1 Deviation inequalities for DP and main arguments

Our main deviation inequalities for the early stopping rules are developed in Section 7. For
the sake of simplifications, let us specialize them to the classical discrepancy principle τDP
with T =∞. For this, we abbreviate the squared bias and the proxy variance as

b2t = ‖rt(Kn)f‖2n and vt =
σ2

n
N g
n (t), (3.1)

where N g
n (t) denotes the empirical g-effective dimension from Definition 5. Moreover, we

introduce the important balancing stopping rule

t∗n = inf{t ≥ 0 : b2t = vt}.

For simplicity, we assume throughout Section 3.1 that such a t exists, meaning that b2t∗n = vt∗n ,
the general case is treated in Section 7. We start with a right-deviation inequality for τDP
that can be alternatively expressed in terms of the proxy variance vt.

Proposition 8 If Assumption (SubGN) holds, then there is a constant c > 0 depending
only on A such that for every t > t∗n,

Pε(τDP > t) ≤ 2 exp
(
− cn

( y
σ2
∧ y

2

σ4

))
, y = vt − vt∗n .

In particular, for every y > 0 we have

Pε(vτDP > vt∗n + y) ≤ 2 exp
(
− cn

( y
σ2
∧ y

2

σ4

))
.

Both deviation inequalities are even equivalent if the proxy variance is strictly increasing.
Proposition 8 is a simplified version of Proposition 24 below. The proof can be based on
exploring Figure 1a in combination with concentration inequalities for the empirical risk.
Here is an outline of the argument. Let us also mention that t 7→ b2t is continuous and
non-increasing, while t 7→ vt is continuous and non-decreasing. The definition of τDP yields
Pε(τDP > t) = Pε(‖rt(Kn)Y‖2n > σ2). Subtracting Eε‖rt(Kn)Y‖2n on both sides and
invoking the upper bound in (2.5), we arrive at

Pε(τDP > t) ≤ Pε(‖rt(Kn)Y‖2n −Eε‖rt(Kn)Y‖2n > vt − b2t ).

11
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Figure 1: Comparison of τDP and the balancing stopping time t∗n. (a): The horizontal
line defines κ = σ2. The red plain decreasing curve crosses the horizontal line at
τDP . The increasing curve crosses the blue dotted-dashed curve of the bias at t∗n.
(b): Illustration of Proposition 9. The red dashed horizontal line highlights the
2b2(t∗n) threshold to which b2(τDP ) is compared.

By definition we have vt = vt∗n + y. Moreover, from Figure 1a and the assumption on y, we
get b2t ≤ b2t∗n = vt∗n . Hence, we conclude that

Pε(τDP > t) ≤ Pε(‖rt(Kn)Y‖2n −Eε‖rt(Kn)Y‖2n > y),

and Proposition 8 follows from the Hanson-Wright inequality (see Lemma 27 below) and
the fact that b2t ≤ vt ≤ σ2 since t ≥ t∗n.

Next, we present a left-deviation inequality for τDP expressed in terms of the squared
bias.

Proposition 9 Suppose that Assumptions (SubGN) and (BdK) hold true. Then, for
every y > 0, we have

Pε(b
2
τDP

> 2b2t∗n + y) ≤ 2 exp
(
− cn

( y
σ2
∧ y

2

σ4

))
,

where c > 0 is a constant depending only on A.

Proposition 9 is a simplified version of Proposition 25 below, and follows similarly as Propo-
sition 8 by exploiting the lower bound in (2.5) this time. As illustrated in Figure 1b, let
t < t∗n be defined by b2t = 2b2t∗n + y (if such a t does not exist, then the claim is trivial).

Then the definition of τDP yields Pε(b
2
τDP

> b2t ) ≤ Pε(‖rt(Kn)Y‖2n ≤ σ2). Subtracting
Eε‖rt(Kn)Y‖2n on both sides and invoking the lower bound in (2.5), we arrive at

Pε(b
2
τDP

> 2b2t∗n + y) ≤ Pε(‖rt(Kn)Y‖2n −Eε‖rt(Kn)Y‖2n ≤ 2vt − b2t ).

By definition we have b2t = 2b2t∗n + y. Moreover, from Figure 1b and the assumption on y,

we get vt ≤ vt∗n = b2t∗n . Hence, we conclude that

Pε(b
2
τDP

> 2b2t∗n + y) ≤ Pε(‖rt(Kn)Y‖2n −Eε‖rt(Kn)Y‖2n ≤ −y),

12
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and Proposition 9 follows from the Hanson-Wright inequality (see Lemma 27 below) and
the fact that b2t ≤ 2vt∗n + y ≤ 2σ2 + y.

3.1.2 Non-asymptotic performance quantification

We are now in position to formulate our first upper bound for the estimation error in the
empirical norm. It quantifies the statistical performance of the stopping rule based on the
classical discrepancy principle (DP), namely τDP , in terms of an oracle-type inequality with
high probability.

Proposition 10 Suppose that Assumptions (SubGN) and (BdK) hold. Then the early
stopping rule τDP based on the standard discrepancy principle (2.8) satisfies for each T ∈
[0,∞] and for every u > 0,

Pε

(
‖f − f̂ (τDP )‖2n > C

(
min

0≤t≤T

{
‖rt(Kn)f‖2n +

σ2

n
N g
n (t)

}
+
σ2√u√

n
+
σ2u

n

))
≤ 5e−u,

where C is a constant depending only on A.

A proof of Proposition 10 is given in Section 7.3. The above result is established for spectral
filter estimators with regularizer g, under mild assumptions on the noise (only required to be
sub-Gaussian). Deriving this result under such mild assumptions has been made possible
by introducing the proxy variance vt = σ2N g

n (t)/n (from Eq. (3.1)) instead of the more
classical variance term in the r.h.s. of the inequality. Nevertheless, it is still possible to
upper bound the proxy-variance by the classical one at the price of an additional assumption
as will be done in the next section (Theorem 12).

3.2 Main oracle inequality

As explained earlier, the purpose of the present section is to establish an oracle inequality
for τDP . Compared with Proposition 10, this is possible at the price of an additional
assumption that we first motivate.

The desired derivation is made possible by connecting the proxy variance (that is, the
g-effective dimension) to the classical variance. The key ingredient is that the g-effective
dimension is typically dominated by the eigenvalues satisfying tλ̂j > 1 as highlighted by

the proof of Lemma 11. For such eigenvalues, (LFL) yields b ≤ λ̂jgt(λ̂j) ≤ 1, which leads
to conclude that the proxy and true variances only differ by a constant. This argument can
be made rigorous by means of the next (sufficient) condition.

Assumption 6 There is a constant E > 0 such that for k = 0 and each k ≥ 1 satisfying
λ̂kT ≥ 1, we have

λ̂−1
k+1

∑
j>k

λ̂j ≤ E(k ∨ 1). (EVBound)

Considering this ratio between the tail series of eigenvalues and the kth largest one has
already been made in the literature (see Definition 3 in Bartlett et al., 2019, for instance
where this ratio is named the “effective rank”). It is noticeable that (EVBound) encom-
passes two classical assumptions on the decay rate of the eigenvalues, respectively called
polynomial (PolDecTS) and exponential (ExpDecTS) decay.
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Example 4 (Polynomial eigenvalues decay) If there exist numeric constants `, L > 0,
and α > 1 such that

`j−α ≤ λ̂j ≤ Lj−α, 1 ≤ j ≤ n, (PolDecTS)

then (EVBound) holds true with E = 1 + 2L`−1(α+ 1)−1.

Example 5 (Exponential eigenvalues decay) If there exist numeric constants `, L >
0, and α ∈ (0, 1] such that

`e−j
α ≤ λ̂j ≤ Le−j

α
, 1 ≤ j ≤ n, (ExpDecTS)

then (EVBound) holds true with

E = 1 +
2L

`α

∫ ∞
0

(1 + v)1/α−1 e−v dv.

The previous two examples are provided for illustrative purposes only. A more general result
will be proved under milder constraints on the empirical eigenvalues by means of (EffRank)
combined with Lemma 35 which avoids requiring that (PolDecTS) or (ExpDecTS) hold
true for all indices 1 ≤ j ≤ n (see Section 5.3 for more details).

The above assumptions are expressed in terms of the empirical eigenvalues of the Gram
matrix. However such assumptions are usually easier to check for the population eigenvalues
of the kernel operator. In our analysis, Lemmas 33 and 44 then translate bounds for the
population eigenvalues of K into properties of the empirical eigenvalues of Kn. For instance,
kernels with a polynomial decay are discussed in Raskutti et al. (2014) (Sobolev kernel), and
Steinwart et al. (2009) (m-times differentiable kernels on Euclidean balls of Rd). See also
Steinwart and Christmann (2008) for a more extensive review of connections between the
population eigenvalue decay and the entropy number of the corresponding RKHS. Typical
kernels with an exponential decay are smooth radial kernels. For instance, Belkin (2018)
derives tight exponential bounds (independent of any reference measure) on the population
eigenvalue decay of smooth radial kernels.

We are now in position to explain how N g
n (t) (resp. the proxy variance) connects to

tr(g2
t (Kn)K2

n) (resp. the variance) by means of (EVBound).

Lemma 11 Suppose that Assumptions (LFL) and (EVBound) hold. Then there is a
constant C > 0 depending only on B, b and E such that

∀0 ≤ t ≤ T, N g
n (t) ≤ C(tr(g2

t (Kn)K2
n) + 1).

For the sake of comparison, let us mention that Lemma 11 shows that the constant Cl1,l2
from Proposition 2.5 in (Blanchard et al., 2018a) does exist under mild assumptions on the
decay rate of the eigenvalues.

Proof of Lemma 11 If tλ̂1 < 1, then (LFU) and (EVBound) imply

N g
n (t) ≤ Bt

∑
j≥1

λ̂j ≤ Bλ̂−1
1

∑
j≥1

λ̂j ≤ BE,

14
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giving the claim with C = BE. On the other hand, if tλ̂1 ≥ 1, then let k ≥ 1 be defined by
tλ̂k+1 < 1 ≤ tλ̂k. Applying (LFU), we have

N g
n (t) =

n∑
j=1

λ̂jgt(λ̂j) =
∑
j≤k

λ̂jgt(λ̂j) +
∑
j>k

λ̂jgt(λ̂j)

≤
∑
j≤k

λ̂jgt(λ̂j) +Bt
∑
j>k

λ̂j . (3.2)

Now by the definition of k, (EVBound) and (LFL), we have

t
∑
j>k

λ̂j ≤ λ̂−1
k+1

∑
j>k

λ̂j ≤ Ek ≤ Eb−1
∑
j≤k

λ̂jgt(λ̂j).

Inserting this into (3.2), we get

n∑
j=1

λ̂jgt(λ̂j) ≤ C
∑
j≤k

λ̂jgt(λ̂j) ≤ b−1C

n∑
j=1

λ̂2
jg

2
t (λ̂j)

with C = (1 + b−1BE). �

Combining (EVBound) and Lemma 11 illustrates the way Proposition 10 can be trans-
ferred into a classical oracle inequality that is, involving bias and variance terms in the r.h.s.,
which is achieved by the next result.

Theorem 12 Suppose that Assumptions (SubGN), (BdK) and (EVBound) hold and
that the regularizer g satisfies (LFL). Then the early stopping rule τDP based on the stan-
dard discrepancy principle (2.8) satisfies for every u > 1 the bound

Pε

(
‖f − f̂ (τDP )‖2n > C

(
min

0≤t≤T
Eε‖f − f̂ (t)‖2n +

σ2√u√
n

+
σ2u

n

))
≤ 5e−u,

where C is a constant depending only on A, b, B and E.

The proof of Theorem 12 is deferred to Section 7.3. Theorem 12 yields a non-asymptotic
result, which contrasts for instance with the one of Blanchard and Krämer (2016) where
conjugate gradient descent and minimum discrepancy principle are analyzed. The above
inequality is established with high probability, and it provides the precise sub-Gaussian
and sub-exponential behaviours. This is a technical improvement compared to existing
approaches where similar oracle inequalities in expectation are derived (Blanchard et al.,
2018b,a).

The oracle performance in the r.h.s. of Theorem 12 is given through the expected excess
risk (rather than the excess risk). This could be made at the price of an additional log T
term, accounting for the uniform control of the discrepancy between the excess risk and its
expectation over the first T iterations.

Let us also notice that Theorem 12 does not depend on any smoothness assumption on
f . Making additional smoothness assumptions would immediately lead to a specific bound
on min0≤t≤T Eε‖f − f̂ (t)‖2n expressed in terms of convergence rate. This will be done in the

15



Celisse and Wahl

random design framework in Section 5.2, where it is shown that the classical discrepancy
principle leads to optimal convergence rates whenever the latter rate is slower than the
n−1/2-rate. Such a situation can happen in the outer case r < 1/2.

In contrast, the 1/
√
n-rate is not negligible whenever the minimal bias-variance trade-off

is smaller than (or of same order as) 1/
√
n. This holds true e.g. in the inner case r ≥ 1/2.

Compared to (Blanchard et al., 2018b) and (Blanchard et al., 2018a), the term σ2/
√
n

corresponds to their term
√
Dδ2 (with the analogy noise level δ2 = σ2/n and discretization

dimension D = n). Moreover, in (Blanchard et al., 2018b) it has been shown for the specific
case of spectral cut-off that such terms can not be avoided for early stopping rules based on
the residual filtration. Hence, we conclude that the classical minimum discrepancy principle
turns out to be useless when estimating smooth functions. This motivates considering
smoothing-based strategies in Section 4.

3.3 Discussion

As earlier emphasized, the σ2/
√
n term in Theorem 12 cannot be improved. The reason

for this term is the high variability in the stopping rule τDP and the empirical risk (see
Figure 4a). To illustrate this further, let us consider the deviation inequality for τDP from
Proposition 8 applied with t satisfying N g

n (t) = (1 + δ)N g
n (t∗n) with δ > 1, leading to

Pε(τDP > t) ≤ 2 exp
(
− c
(
δN g

n (t∗n) ∧ (δN g
n (t∗n))2

n

))
. (3.3)

If, for instance, (PolDecTS) and (SC(r,R)) hold, then N g
n (t∗n) is typically of order

n1/(2αr+1), meaning that the above (non-improvable) concentration bound becomes vac-
uous for n1/(2αr+1) � n1/2. This is the case if r is larger than 1/(2α). In such settings, the
classical discrepancy principle will typically lead to stopping times that are too large with
high probability. Interestingly, we prove in the random-design context of Section 5.2 that
the discrepancy principle can nevertheless achieve state-of-the-art rates under the condition
r ≤ 1/(2α).

The limitation of τDP in the present context can be also interpreted as the consequence
of trying to estimate a part of the signal that is smaller than the level of noise σ. This can
be easily observed by computing the singular value decomposition (SVD) of the normalized
Gram matrix Kn, and by computing the residuals in this new basis. Then a natural idea
to overcome this problem is the smoothing of the residuals, then reducing the contribution
of these “small coordinates” to the (smoothed) residuals. This strategy has been already
explored in the literature (see for instance Blanchard and Krämer (2016) for the CGD).
Studying how τDP can be improved when combined with the smoothing of the residuals is
the purpose of Section 4.

4. SDP and oracle inequality: Fixed-design

We now turn to a modification of the discrepancy principle based on the smoothing of the
residuals that is, on the smoothed empirical risk.
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4.1 Smoothing-based discrepancy principle

As discussed in Section 3.3, the main drawback of the discrepancy principle-based rule τDP
results from the large variance of the empirical risk, leading to the σ2/

√
n error term in

Theorem 12.
The purpose of the present section is to show how this error term can be avoided by

considering a modified stopping rule called τSDP based on the smoothing of residuals that
is, the smoothed empirical risk. This can be encoded by considering the so-called smoothed
empirical risk ‖Ln(Y−Snf̂ (t))‖2n for some (smoothing) matrix Ln ∈ Rn×n. In what follows,

we will restrict ourselves to the case where Ln = g̃
1/2
T (Kn)K

1/2
n with regularizer g̃ (satisfying

Definition 2) and consider

τSDP = inf
{
t ≥ 0 : ‖g̃1/2

T (Kn)K1/2
n (Y − Snf̂ (t))‖2n ≤

σ2N g̃
n (T )

n

}
∧ T (4.1)

with T > 0. the choice g̃T (λ) = (λ + T−1)−1 as Tikhonov regularization results in the
early stopping rule earlier studied in Blanchard and Mathé (2012) in the statistical inverse

problem setting. Different choices for Ln include Ln = K
s/2
n , s ≤ 1, have been studied in

(Stankewitz, 2020) for the spectral cut-off filter algorithm.
Note that, while τSDP is defined using the square-root of the kernel matrix, this depen-

dence can be removed by invoking the identity ‖A1/2x‖2n = 〈Ax, x〉n with A = g̃T (Kn)Kn

and x = Y − Snf̂ (t). Hence, computing the SDP stopping rule does not necessarily require
computing the singular value decomposition of Kn beforehand. Still, the factor g̃T (Kn)
makes τSDP computationally more costly than τDP .

Then the goal in what follows is to assess the statistical performance of the final estimator
f̂ (τSDP ), where τSDP is obtained by the so-called smoothed discrepancy principle (SDP).

4.2 Main results

The present section follows the same structure as above Section 3 with firstly describing
key deviation inequalities for τSDP and the related smoothed bias and variance terms, and
secondly formulating our main improved oracle inequality for τSDP .

4.2.1 Deviation inequalities for the smoothed stopping rule

Let us now explain how deviation inequalities in the case of the classical DP (Section 3.1.1)
can be extended to smoothed case. For simplicity of the present exposition, we restrict
ourselves to τSDP applied with the Tikhonov smoothing g̃t(λ) = (λ+ t−1)−1. However, the
next results are not limited to this choice.

Following the analysis of the classical discrepancy principle in Section 3.1.1, it is easy to
see that the expected smoothed empirical risk satisfies a basic inequality similar to (2.5). In
fact introducing the smoothed g-effective dimension Ñ g

n (t) = tr((Kn+T−1)−1Kngt(Kn)Kn),
we have

‖rt(Kn)f̃‖2n − 2
σ2

n
Ñ g
n (t)

≤ Eε‖rt(Kn)Ỹ‖2n −
σ2

n
Nn(T ) ≤ ‖rt(Kn)f̃‖2n −

σ2

n
Ñ g
n (t), t ≥ 0,
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where ã = (Kn + T−1)−1/2K
−1/2
n a, for every a ∈ Rn. This allows us to carry out the same

basic comparison between τSDP and the smoothed balancing stopping rule

t̃∗n = inf
{
t ≥ 0 : ‖rt(Kn)f̃‖2n ≤

σ2

n
Ñ g
n (t)

}
(4.2)

(with t̃∗n = ∞ if such a t does not exist). Our first result in this line is the next devi-
ation inequality for τSDP , which should be seen as the smoothing-based counterpart of
Proposition 8.

Proposition 13 If (SubGN) holds, then there is a constant c > 0 depending only on A
such that for every t > t̃∗n,

Pε(τSDP > t) ≤ 2 exp
(
− c
(
y ∧ y2

Nn(T )

))
, y = Ñ g

n (t)− Ñ g
n (t̃∗n).

In particular, for every y > 0, we have

Pε(Ñ g
n (τSDP ) > Ñ g

n (t̃∗n) + y) ≤ 2 exp
(
− c
(
y ∧ y2

Nn(T )

))
.

This is a simplified version of the deviation bound established in Proposition 23.

Let us make a few comments mainly emphasizing the differences with Proposition 8
established for τDP . Firstly, the former n at the denominator of the exponent is now
replaced by the empirical effective dimensionNn(T ), which allows for taking into account the
decay rate of the eigenvalues of Kn. In particular, the condition for having this probability
meaningful (that is, close to 0) is no longer

√
n � y but instead

√
Nn(T ) � y, which is

typically much weaker if one can exploit some knowledge on the decay rate of the eigenvalues.
Secondly, the g-effective dimension in Proposition 8 is now replaced by its smoothed version
Ñ g
n (t). Since Ñ g

n (t) ≤ N g
n (t), this leads to a slightly weaker deviations in terms of y.

Let us emphasize that this deviation inequality of the Ñ g
n (t) serves for controlling the

variance of f̂ (t). This results from the key observation that the term tr(g2
t (Kn)K2

n) (appear-
ing in the variance of f̂ (t)) can be bounded by a constant times Ñ g

n (t) (while in Section 2.4,
we only used that it is bounded by the g-effective dimension).

Similarly, the squared bias ‖rt(Kn)f‖2n can be also related to its smoothed version
‖rt(Kn)f̃‖2n, where the latter term is dealt with in the following simplified version of the
deviation bound in Proposition 25.

Proposition 14 Suppose that Assumptions (SubGN) and (BdK) hold. Then, for every
y > 0 such that 2‖rt̃∗n(Kn)f̃‖2n + σ2n−1y > ‖rT (Kn)f̃‖2n, we have

Pε

(
‖rτSDP (Kn)f̃‖2n > 2‖rt̃∗n(Kn)f̃‖2n +

σ2

n
y
)
≤ 2 exp

(
− c
(
y ∧ y2

Nn(T )

))
.

If t̃∗n =∞, we additionally assume that σ2n−1y ≥ ‖rt̃∗n(Kn)f̃‖2n.
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4.2.2 Improved oracle inequality

We are now in position to state an improved oracle inequality for the inner case that holds
for the smoothed discrepancy principle (SDP), namely τSDP .

Theorem 15 Suppose that (SubGN), (BdK), (EVBound) and (SC(r,R)) hold with
s = r − 1/2 ≥ 0 and the the regularizer g satisfies (LFL). Moreover, suppose that ‖(Σ +
T−1)−1/2(Σn−Σ)(Σ+T−1)−1/2‖op ≤ 1/2 holds. Then early stopping rule τSDP based on the
smoothed discrepancy principle from (4.1) with regularizer g̃ such that (LFL) holds satisfies
the bound

Pε

(
‖f − f̂ (τSDP )‖2n > C

(
min

0≤t≤T
Eε‖f − f̂ (t)‖2n +

σ2
√
uNn(T )

n
+
σ2u

n

+ T−(1+2s) + T−1‖Σn − Σ‖2∧2s
op

))
≤ 5e−u, u > 1,

where the term T−1‖Σn − Σ‖2∧2s
op can be dropped if s ≤ 1/2.

A proof of Theorem 15 is given in Section 7.3. Comparing this result to the oracle in-
equality in Theorem 12, we see that we replaced the term σ2/

√
n by σ2

√
Nn(T )/n. Under

(PolDecTS), for instance, we have Nn(T ) ≤ CT 1/α, meaning that
√
Nn(T )/n ≤ 1/

√
n as

long as T ≤ nα.
The event ‖(Σ+T−1)−1/2(Σn−Σ)(Σ+T−1)−1/2‖op ≤ 1/2 is needed to apply the source

condition (SC(r,R)) (formulated in terms of the population covariance operator) in the
empirical world. It can be further weakened (there is e.g. no event in the case s = 0; see
the proof of Lemma 29), but in its present form it is exactly the event needed to transfer
the results from the fixed to the random design framework. This is the purpose of the
next section. In particular, we will turn the above oracle inequality into a rate optimality
statement, showing that the smoothed discrepancy principle is adaptive over a certain range
of smoothness parameters and polynomial decay rates.

5. The random design framework

In this section we transfer our oracle inequalities from the fixed to the random design
framework by means of a change-of-norm (or change of measure) argument exposed in
Section 5.1. The purpose of Section 5.2 is the analysis of the stopping rule based on the
discrepancy principle (DP) in the outer case, while Section 5.3 rather addresses its smoothed
version (SDP) in the inner case.

To keep the exposition as simple as possible in what follows, we focus on results given
in terms of expectations from now on. Similar results expressed “with high probability”
can be derived from the technical material developed in Sections 7 and 8, but at the price
of more involved expressions.

5.1 Change of norm argument

The first step in our analysis is a change of norm argument formulated by the next re-
sult, which controls the difference between the L2(ρ)-norm (‖·‖ρ) and its empirical version,
namely the n-th norm (‖·‖n).

19



Celisse and Wahl

Lemma 16 Let δ ∈ (0, 1) and T > 0. Then we have

∀h ∈ H, |‖Snh‖2n − ‖Sρh‖2ρ| ≤ δ(‖Sρh‖2ρ + T−1‖h‖2H)

if and only if

‖(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖op ≤ δ.

Lemma 16 establishes the equivalence between the uniform control of the difference between
the squared ρ- and n-th norms and deriving an upper bound on the operator norm of
the normalized difference between the empirical and population covariance operators. In
particular if one of the assertion holds, then

∀h ∈ H, ‖Sρh‖2ρ ≤
1

1− δ
‖Snh‖2n +

δ

1− δ
‖h‖2H
T

gives rise to a natural strategy for upper bounding the ρ-norm of any function in H. It
consists first in upper bounding its n-th norm (which was the purpose of Sections 3.2
and 4.2.2), and then in controlling its H-norm.

Proof of Lemma 16 Using the identities ‖Snh‖2n − ‖Sρh‖2ρ = 〈(Σn − Σ)h, h〉H and

‖Sρh‖2ρ + T−1‖h‖2H = ‖(Σ + T−1)1/2h‖2H, the first assertion is equivalent to

∀h ∈ H, |〈(Σn − Σ)h, h〉H| ≤ δ‖(Σ + T−1)1/2h‖2H.

Since (Σ +T−1)1/2 is self-adjoint and strictly positive definite, this is the case if and only if

∀h ∈ H, |〈(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2h, h〉H| ≤ δ‖h‖2H.

This gives the claim. �

5.2 DP performance: Outer case

5.2.1 Main result

We now turn to the classical discrepancy principle for which we formulate a result in the
outer case.

Theorem 17 Suppose that (SubGN) and (BdK) hold. Suppose that the source condition
(SC(r,R)) holds with r < 1/2 and that f is bounded. Moreover, suppose that the regularizer
g satisfies (QuErr) with q ≥ r. Then there are constants c, C > 0 such that the standard
discrepancy principle τDP with emergency stop T = cn/ log n, n ≥ 2, satisfies

E‖f − Sρf̂ (τDP )‖2ρ ≤ C
(

min
0<t≤c n

logn

{
t−2r +

N (t)

n

}
+ n−1/2

)
.

The proof of Theorem 17 can be found in Section 8.4. Unlike the results from Sections 3.2
and 4.2.2 in the fixed design case, there is an additional constraint on the emergency stop
T that has to be smaller than cn/ log n. This constraint is related to the control of the
probability of the event {‖(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖op ≤ 1/2}.
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Without any further assumption on the decay rate of the eigenvalues, the effective
dimension N (t) can be upper bounded by M2t; see e.g. Appendix B. Theorem 17 thus
gives

E‖f − Sρf̂ (τDP )‖2ρ ≤ C max
(
n−

2r
2r+1 ,

( log n

n

)2r
, n−1/2

)
≤ Cn−

2r
2r+1 .

As a consequence, the classical discrepancy principle leads to optimal rates of convergence
throughout the whole range r ∈ (0, 1/2) of the outer case (cf. Fischer and Steinwart (2020)).

5.2.2 Discussion and extensions for polynomial decay

For some L > 0 and α > 1, suppose that

∀j ≥ 1, λj ≤ Lj−α. (Pol(α))

By Lemma 43(i) we have N (t) ≤ Ct1/α for all t > L−1. Specialized to (Pol(α)), Theorem
17 thus gives

E‖f − Sρf̂ (τDP )‖2ρ ≤ C max
(
n
− 2r

2r+1/α ,
( log n

n

)2r
, n−1/2

)
.

In other words, we obtain up to some additional log n factors the following rates of conver-
gence: 

n
− 2r

2r+1/α , if 2r + 1/α > 1, r ≤ 1/(2α),

n−2r, if 2r + 1/α ≤ 1, r ≤ 1/4,

n−1/2, if r > 1/4, r > 1/(2α).

We see that the classical discrepancy principle achieves the optimal rates of convergence in
the hard learning scenario if 1/2− 1/(2α) < r ≤ 1/(2α).

In what follows we compare these rates to results from the literature that have been
collected in Table 1, and we show how Theorem 17 can be improved under an additional
condition on the kernel. Ignoring log n factors, Table 1 illustrates that the rate

n
− 2r

2r+1/α , 1/2− 1/(2α) < r

is optimal (see the lower bound derived in Fischer and Steinwart (2020) for KRR with
γ = 0). The classical discrepancy principle achieves the optimal rates of convergence in the
present hard learning scenario if 1/2− 1/(2α) < r ≤ 1/(2α). By contrast,

n−2r, r ≤ 1/2− 1/(2α). (5.1)

is the state-of-the-art result in the outer case when only assuming that (BdK) holds; see
e.g. Corollary 4.4 in Lin et al. (2020) and the lower bound from Fischer and Steinwart
(2020) with γ = 0 which does not match the upper bound.

There are possible improvements under stronger boundedness assumptions such as the
embedding assumption from Fischer and Steinwart (2020) parametrized by 0 < µ ≤ 1 in
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Paper/Criterion 0 < r ≤ µ
2 −

1
2α

µ
2 −

1
2α < r Algorithms Assumptions

Lin et al. (2020)∥∥∥L−aρ (
fH − Sρf̂ (tn)

)∥∥∥2

ρ
≤ Cn−(2r−2a) ≤ Cn−

2r−2a
2r+1/α Spectral fil-

ters
Qual(q) (q ≥ r), Pol(α)

(0 ≤ a ≤ 1/2 ∧ r) SC(φ) ⇒ SC(r), µ = 1

Pillaud-Vivien et al.

(2018)∥∥∥f − Sρf̂ (tn)
∥∥∥2

ρ
≤ Cn−

2r
µ ≤ Cn−

2r−2a
2r+1/α SGD EMB(µ) (0 ≤ µ ≤ 1)

Pol(α), SC(r)

Fischer and Steinwart

(2020)∥∥∥f − f̂ (tn)
∥∥∥2

γ

(0 ≤ γ ≤ 2r)

≤ Cn−
2r−γ
µ Cn

− 2r−γ
2r+1/α KRR Qual(1) (q = 1 ≥ r)

EMB(µ) (0 ≤ µ ≤ 1)
Pol(α), SC(r)

≥ cn−
µ−γ
µ+1/α ≥ cn−

2r−γ
2r+1/α

(µ/2 > r) (µ/2 ≤ r)

Table 1: Convergence rates (upper and lower bounds up to logarithmic terms) derived with
spectral filters under qualification Qual(q), polynomial decay assumption Pol(α),
general source conditions SC(φ) (Lin et al. (2020)) or polynomial one SC(r), and
embedding assumption EMB(µ), where 0 ≤ µ ≤ 1 (Pillaud-Vivien et al. (2018)).
For each row, tn denotes the optimized value of the parameter t such that the
corresponding rate is achieved. Also, c, C > 0 denote generic constants indepen-
dent of n that are different from cell to cell. Here fH is the best approximation
to f within the closure of H in L2(ρ). See also Section 2.3 for a more thorough
overview.

Pillaud-Vivien et al. (2018). In fact, if there is a µ ≤ 1 such that ‖Σµ/2−1/2kX‖H ≤ CµM
almost surely, then one can achieve (up to log n factors) the improved rate{

n
− 2r

2r+1/α , 2r + 1/α ≥ µ,
n
− 2r
µ , 2r + 1/α ≤ µ,

(5.2)

see e.g. Pillaud-Vivien et al. (2018) and Fischer and Steinwart (2020). Such improvements
are also possible in our case, which is the purpose of the next result proved in Section 8.4.

Theorem 18 Suppose that (SubGN), (BdK), (SC(r,R)) and (Pol(α)) holds with r <
1/2 and that f is bounded. Suppose that there is a µ ∈ [0, 1) and a constant Cµ > 0 such
that ‖Σµ/2−1/2kX‖H ≤ CµM . Finally, suppose that the regularizer g satisfies (QuErr) with
q ≥ r. Then there are constants c, C > 0 such that the standard discrepancy principle τDP
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with emergency stop T = c(n/ log n)1/µ, n ≥ 2, satisfies

E‖f − Sρf̂ (τDP )‖2ρ ≤ C
(

min
0<t≤c( n

logn
)1/µ

{
t−2r +

t1/α

n

}
+ n−1/2

)
.

Let us first notice that introducing the stronger assumption involving the parameter 0 ≤
µ ≤ 1 allows to enlarge the emergency stop T and thus the range of values of t over which
the minimum in the r.h.s. is computed since 1/µ ≥ 1. By the arguments from above Table 1
also proves that the classical discrepancy principle achieves the optimal rates of convergence
in the hard learning scenario if µ/2−1/(2α) < r ≤ 1/(2α). In the setting of Sobolev spaces
any µ > 1/α is admissible (see Example 2 in Pillaud-Vivien et al. (2018)), leading to the
adaptation interval r ∈ (δ, 1/(2α)], δ > 0 arbitrary.

5.3 SDP performance: Inner case

In the present section, we establish two inequalities in the inner case for τSDP . The main
difference between these results lies in the use of different emergency stopping times T .
In the first one (Theorem 19), a deterministic emergency stop of size at most n/ log n is
used, while the second result (Theorem 20) allows for using a more sophisticated data-
driven emergency stop defined as the solution of a fixed-point equation, which gives rise
to an optimal (leading to statistical adaptivity) early stopping rule that can be applied in
practice.

5.3.1 Main result

The transfer from the fixed design to the random design cases requires first an additional
assumption on the effective rank, which is the population version of the former (EVBound)
assumption earlier introduced in the fixed design case.

Assumption 7 There exists a constant E′ > 0 such that, for each k ≥ 0, we have

λ−1
k+1

∑
j>k

λj ≤ E′(k ∨ 1). (EffRank)

This assumption is a population version of (EVBound) and Lemma 35 specifies an event
on which it indeed implies (EVBound). Similarly as in Section 3.2, (EVBound) is needed
to bound the proxy variance term in terms of the smoothed proxy variance term (cf.
Lemma 36). Under this additional assumption the smoothed discrepancy principle from
Section 4 achieved the following bound.

Theorem 19 Suppose that Assumptions (SubGN), (SC(r,R)), (BdK), (LFL) and
(EffRank) hold with s = r − 1/2 ≥ 0. Moreover, suppose that the regularizer g satisfies
(QuErr) with q ≥ r. Then there are constants c, C > 0 such that the smoothed discrepancy
principle τSDP from (4.1) with g̃t(λ) = (λ+ t−1)−1 and T ≤ cn/(log n), n ≥ 2, achieves the
bound

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C
(

min
0<t≤T

{
t−2r +

N (t)

n

}
+

√
N (T )

n

)
.
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The proof of Theorem 19 can be found in Section 8.3.1. Note that the condition q ≥ r on
the qualification error of g can be dropped by introducing slower rates depending also on q.

Without any further assumption on the decay rate of the eigenvalues (except of
(EffRank)), Theorem 19 gives

E‖f − Sρf̂ (τDP )‖2ρ ≤ C max
(
n−

2r
2r+1 , T−2r,

√
T

n

)
.

Let us now assume that a lower bound r0 ≥ 1/2 is known on the smoothness parameter
r, which means that (SC(r,R)) holds with r ≥ r0. Then using this side information, the
choice T = c1n

1/(2r0+1) with c1 > 0 sufficiently small leads to

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C max
(
n−

2r
2r+1 , n

− 4r0+1
4r0+2

)
.

This entails that the smoothed discrepancy principle τSDP reaches optimal rates of conver-
gence throughout the range

r ∈
[
r0, 2r0 +

1

2

]
.

For instance with r0 = 1/2 (that is the inner case without additional smoothness informa-
tion), τSDP is optimal over the range r ∈ [ 1/2, 3/2 ].

Instead of choosing T = n1/(2r0+1), one might also define T as the solution to the
fixed-point equation c0T

−2r0 = N (T )/n with c0 = 1, which corresponds to a bias-variance
trade-off in the case r = r0. This would lead to the same adaptation interval [r0, 2r0 + 1/2].
Such and related fixed-point equations play a central role in empirical risk minimization
problems; see e.g. Bartlett et al. (2005) and Koltchinskii (2006), and it is easy to see, using
the proof of Lemma 6 and Proposition 3.3 in Koltchinskii (2011), that the effective dimension
N (t) can be bounded from below and above in terms of local Rademacher averages.

With an additional assumption such as a polynomial eigenvalue decay, the previous
analysis can be further applied. If (Pol(α)) and (SC(r,R)) hold with r ≥ r0, then the
choice T 2r0N (T ) = n leads to

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C max
(
n−

2rα
2rα+1 , n

− 4αr0+1
4αr0+2

)
,

meaning that the smoothed discrepancy principle leads to optimal rates of convergence
throughout the range

r ∈
[
r0, 2r0 +

1

2α

]
. (5.3)

Let us emphasize that this range of values is narrower than the previous one derived without
any assumption on the eigenvalue decay (α > 1). This owes to the fact that, by specifying an
eigenvalue decay assumption (that is, by choosing a given kernel), we restrict the smoothness
of the functions in the induced Hilbert space that can be well approximated.
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5.3.2 Improvement towards data-driven emergency stops

In previous Section 5.3.1, we have chosen a (deterministic) T as the solution of the equation
t2r0N (t) = c0n by taking advantage of the prior knowledge of a lower bound r0 on the
smoothness parameter. Without such an a priori knowledge on r, the equation TN (T ) =
c0n provides a natural choice for T . Yet, such a choice is not achievable in practice since
N (t) is not known.

In this section we show that similar bounds hold true if T = T (X1, . . . , Xn) is allowed
to depend on the covariates X1, . . . , Xn (but not on the responses). This is possible since
all results established in the fixed design case continue to hold. The following result focuses
on the choice TNn(T ) = c0n.

Theorem 20 Suppose that Assumptions (SubGN), (SC(r,R)), (BdK), (LFL) and
(EffRank) hold with s = r − 1/2 ≥ 0. Moreover, suppose that the regularizer g satisfy
(QuErr) with q ≥ r. Let T̂ > 0 be the solution of T̂Nn(T̂ ) = n (set T̂ = ∞ if such a
solution does not exist). Then the smoothed discrepancy principle τSDP from (4.1) with
g̃t(λ) = (λ+ t−1)−1 and T = min(T̂ , cn/ log n), n ≥ 2 and c > 0 sufficiently small, achieves
the bound

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C
(

min
t>0

{
t−2r +

N (t)

n

}
+

√
1

n
min
t>0

{
t−1 +

N (t)

n

}
+

log n

n

)
.

The proof of Theorem 20 can be found in Section 8.3.2. Compared to the statement in
Theorem 19, the term

√
N (T )/n has disappeared. Actually it has been replaced by the

square-root on the r.h.s. of the above inequality due to the control of
√
N (T ) with the

present (random) choice of T = min(T̂ , cn/ log n). As can be easily checked from the proof,
the control of this term is also responsible for the additional (log n)/n, which does not really
influence our conclusion regarding convergence rates.

Let us also remark that the above definition T̂ with c0 = 1 does not take into account
constants such as the variance σ2 or ‖f‖H for instance that should arise from the upper
bounds on the variance or bias terms. Obviously introducing these constants in the fixed-
point equation would not modify our conclusion regarding the convergence rates and the
statistical adaptivity property, which is the main achievement of the present analysis. In
practice, one could replace these constants in the upper bound on the bias term by upper
bounds with high probability derived from the empirical risk evaluated at 0.

Illustration on two classical eigenvalue decay assumptions Since the interpretation
in terms of convergence rates is not easy from the statement in Theorem 20, let us now
consider two illustrative examples allowing for drawing further insightful conclusions.

Example 6 (Polynomial decay) Under the assumptions of Theorem 20 and (Pol(α)),
we get

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C max
(
n−

2αr
2αr+1 , n−

2α+1
2α+2

)
. (5.4)

This means that, by including the data-driven choice of T̂ , the smoothed discrepancy prin-
ciple τSDP still reaches statistical adaptivity (that is, automatically enjoys optimal rates of
convergence) throughout the range r ∈ [1/2, 1 + 1/(2α)].
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Note that this choice for T̂ corresponds to the stopping rule defined by Eq. (6) in
Raskutti et al. (2014). The striking remark is that Raskutti et al. (2014) establishes the
rate n−α/(α+1), while we obtain an estimator automatically achieving the optimal rate
n−(2αr)/(2αr+1) throughout r ∈ [1/2, 1 + 1/(2α)] and the rate n−(α+1/2)/(α+1) otherwise.
This proves that τSDP is uniformly better than the stopping rule of Raskutti et al. (2014)
in the inner case (r ≥ 1/2) and under a polynomial decay assumption.

Example 7 (Exponential decay) For some L > 0 and α > 1, suppose that λj ≤ e−Lj
α

for every j ≥ 1. Applying Theorem 20 and Lemma 43(ii), we get

E‖f − Sρf̂ (τSDP )‖2ρ ≤ C
(log n)1/α

n
.

5.4 Extensions to RKHS-norm and related works

While it is well known that there is a regularization parameter which is simultaneously
optimal for the prediction risk (L2(ρ)−norm) and the RKHS-norm risk (at least under a
polynomial source condition; see Lu and Pereverzev (2013); Blanchard and Mücke (2018)),
extensions to τDP or τSDP are not straightforward. Indeed any early stopping rule focusing
on one risk might still be sub-optimal for the other. For instance, simultaneous adaptation
has been proved from two main strategies where (i) both norms are taken into account,
or (ii) stronger model assumptions are imposed to make a change-of-norm argument more
accessible. The first case has been addressed with the balancing principle in De Vito et al.
(2010); Lu and Pereverzev (2013) by considering both the empirical and the RKHS-norm,
while Blanchard et al. (2019) study a modified balancing principle based on a varying norm.
The second case is illustrated by the recent strong norm bounds derived for early stopping
rules by Blanchard et al. (2018b,a); Stankewitz (2020) in a Gaussian sequence model. Oracle
inequalities are established e.g. under a polynomial decay assumption and for specific signal
classes.

From a more general perspective on bounds for spectral filter algorithms, optimal rates
have been recently derived by Blanchard and Mücke (2018) and Lin et al. (2020) which
simultaneously hold for different norms between the RKHS-norm and the L2(ρ)-norm. De-
signing a fully data-driven stopping rule that would enjoy simultaneous optimality properties
for such different norms remains a challenge to be addressed in future work.

6. Simulation experiments

The goal of the present section is to illustrate the main behaviors of the stopping rules
under consideration, as predicted from a theoretical perspective, respectively in Sections 5.2
and 5.3.

6.1 Simulation design: Generating synthetic data

The present simulation experiments are carried out with the Landweber algorithm (that
is, Gradient descent with constant step-size η > 0 along the iterations) as described in
Section 2.2. The sample size n varies within {200, 400, 600, 800, 1 000} and the number
of replicates in all the experiments is N = 200. In all the simulation experiments, when
applying the smoothed discrepancy principle rule τSDP (see Eq. (4.1)).
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The data are drawn from the model described by (2.1) with the variance σ2 of the
Gaussian noise to be equal to 1, and where the deterministic vector (x1, . . . , xn) is defined
by xi = i/n for 1 ≤ i ≤ n. Two distinct settings have been considered with specific tuning
of the related parameters.

• Outer case (see also Section 5.2): The regression function f to be estimated is given
for all x ∈ [0, 1] by

f(x) = 21[0.15,0.3[(x)− 1[0.3,0.5[(x) + 1[0.5,0.85[(x)− 1[0.85,1[(x).

The results are only reported for the Sobolev kernel (kS(x, y) = min(x, y), for x, y ∈
[0, 1]). The maximum number of iterations, called Tmax is respectively equal to 500
if n ≤ 400, 1 000 if n = 600, 2 000 if n = 800, and 3 000 if n = 1 000. The step-size
of the Landweber algorithm is η = 2.4, and the emergency stopping time T is chosen
such that T = 2n/ log n for τSDP (see Theorem 17), and T = Tmax for τDP .

• Inner case (see also Section 5.3):

f(x) =
1 + x

2
sin(2πx(1 + x)).

For the inner case, two reproducing kernels are used: the Sobolev kernel (see above)
and the Gaussian kernel (kG(x, y) = exp

(
(x− y)2/w2

)
, with bandwidth w = 0.02).

The maximum number of iterations is Tmax = 500. The step-size of the Landweber
algorithm is respectively set at η = 2.4 for the Sobolev kernel, and η = 0.5 for the
Gaussian kernel. The emergency stopping time T is chosen such that T = 4

√
n for

τSDP (see the discussion following Theorem 19 with r0 = 1/2) and T = Tmax for τDP .

For any given stopping rule t̂, its performance is measured by means of the squared
empirical norm ‖f − f̂ (t̂)‖2n averaged over the N = 200 replications, which is called the
(averaged) “loss” for short in what follows.

6.2 The outer case

Figure 2a displays an example of signal generated from the outer case framework. The
piecewise-constant regression function (red curve) makes the estimation problem a difficult
task as long as one is limited to using functions from the reproducing kernel Hilbert space
(RKHS) generated by the Sobolev kernel kS . This justifies calling this situation the outer
case. For increasing sample sizes, Figure 2b displays the empirical performances (measured
in terms of the averaged loss) of several stopping rules, namely τDP , and τSDP . They are
compared to the performance of the so-called oracle stopping rule denoted by tor and defined
as a global minimum location of the risk that is,

tor = argmin
0<t≤Tmax

Eε‖f − f̂ (t)‖2n. (6.1)

Although all the performances improve as the sample size grows, the performance of
τDP still remains uniformly closer to that of tor, than the one of τSDP . Keeping in mind
that τSDP is known to improve upon τDP in the case of smooth regression functions (inner
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Figure 2: (a): Realization of the Outer case model. Instance of signal generated from the
Outer case model. (b): Averaged loss performances versus the increasing sample
size. Averaged losses of tor, τDP , and τSDP in the Outer case. The number of
replications is N = 200.

case that is, r ≥ 1/2), it confirms that the present situation is by contrast a true instance
of an outer case (r < 1/2), meaning that f is outside the RKHS.

More precisely, since f lies outside the RKHS, the expected number of iterations required
for achieving a reliable estimator of f is large. This is what we observe with the oracle
stopping rule tor which remains close to the maximum number of iterations Tmax as n
grows. One main feature in designing τSDP is the smoothing of the residuals as a means
for avoiding too large values of the stopping rule (compared to τDP ). Therefore the present
situation is one typical instance where the trend of τDP to take large values (unlike τSDP )
makes this stopping rule a better candidate.

6.3 The inner case

Figure 3a displays an example of signal generated in the inner case. By contrast with the
previous example (outer case), the smoothness of the regression function f allows for using
both the Gaussian and the Sobolev kernels, respectively denoted by kG and kS . Their
respective performance are summarized in Figures 3b and 3c, where the different curves
display the averaged loss for several stopping rules, namely t∗n, τDP , τSDP , and the oracle
stopping rule tor (see Eq. (6.1)).

All the curves from Figures 3b and 3c decrease as n grows. The best performance is
uniformly achieved by t∗n, which is the stopping rule reaching the trade-off between the bias
and the (proxy-)variance term (see also Figure 1a). From an asymptotic perspective, this
is the best choice one can make in the present early stopping context. In particular, the
data-drive stopping rules such as τDP and τSDP are estimating t∗n. It is then consistent that
their respective performances are worse than that of t∗n.
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Figure 3: Averaged losses of tor, t
∗
n, τDP , and τSDP in the Inner case. The number of

replications is N = 200. (a): Realization of the Inner case model. (b): Sobolev
kernel. (c): Gaussian kernel.
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Figure 4: Empirical distribution of τDP and τSDP over N = 200 replications for the Sobolev
kernel with n = 800 in the Inner case. (a): Empirical distribution of τDP .
(b): Empirical distribution of τSDP .

For both the kernels kG and kS , the worst performance is achieved by τDP . This
sub-optimal behaviour in terms of averaged loss results from the higher variability of τDP
compared to τSDP , as it can be observed from the histograms of Figures 4a and 4b obtained
with n = 800 and Tmax = 500. In particular, this emphasizes that the residual smoothing
encoded within the τSDP stopping rule induces a considerable variance reduction, which
avoids stopping too late (and then wasting time).

7. Proofs for fixed-design results

In this section, we analyze the discrepancy principle conditional on the design.
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7.1 A unified framework

A linearly transformed model is now introduced for simultaneously dealing with the
smoothed and non-smoothed cases.

Ỹ = LnY = Lnf + Lnε = f̃ + ε̃, Ln ∈ Rn×n,

with Ln satisfying ‖Ln‖op ≤ 1. The new noise variable ε̃ is mean-zero and has covariance
matrix σ2LnL

T
n . For a regularizer g in the sense of Definition 2, our main goal is to analyze

the stopping rule τ defined by

τ = inf
{
t ≥ 0 : ‖Ỹ −Kngt(Kn)Ỹ‖2n = ‖rt(Kn)Ỹ‖2n ≤

σ2 tr(LnL
T
n )

n

}
∧ T (7.1)

with T ∈ (0,∞]. For Ln = In the stopping rule in (7.1) coincides with τDP from (2.8),

while for Ln = g̃
1/2
T (Kn)K

1/2
n with regularizer g̃ it coincides with τSDP from (4.1).

Moreover, the stopping rule (7.1) can be interpreted as applying the classical discrepancy
principle to the smoothed data Ỹ and the class of estimators Kngt(Kn)Ỹ = Sngt(Σn)S∗nỸ
where spectral regularization is applied to the smoothed data.

Definition 21 For every t ≥ 0 and every regularizer g, we define

Ñ g
n (t) = tr(LnL

T
nKngt(Kn)).

Lemma 22 (Basic inequality) Assumption (BdF) yields, for every t ≥ 0,

‖rt(Kn)f̃‖2n − 2
σ2

n
Ñ g
n (t)

≤ Eε‖rt(Kn)Ỹ‖2n −
σ2

n
tr(LnL

T
n ) ≤ ‖rt(Kn)f̃‖2n −

σ2

n
Ñ g
n (t).

Since g is a regularizer, the term

‖rt(Kn)f̃‖2n =
n∑
j=1

r2
t (λ̂j)〈v̂j , f̃〉2n

is continuous and non-increasing in t ≥ 0, while the term

σ2

n
Ñ g
n (t) =

σ2

n
tr(LnL

T
ngt(Kn)Kn) =

σ2

n

n∑
j=1

‖LTn v̂j‖22λ̂jgt(λ̂j)

is continuous, non-decreasing in t ≥ 0 and equal to zero for t = 0. Hence, we can define the
following balancing stopping rule

t̃∗n = inf
{
t ≥ 0 : ‖rt(Kn)f̃‖2n =

σ2

n
Ñ g
n (t)

}
. (7.2)

If such a t exists, then we have ‖rt̃∗n(Kn)f̃‖2n = σ2n−1Ñ g
n (t̃∗n). Otherwise, we set t̃∗n = ∞

in which case we still have ‖rt̃∗n(Kn)f̃‖2n = limt→∞ ‖rt(Kn)f̃‖2n ≥ limt→∞ σ
2n−1Ñ g

n (t) =

σ2n−1Ñ g
n (t̃∗n).
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Proof of Lemma 22 We have

‖rt(Kn)Ỹ‖2n = ‖rt(Kn)f̃ + rt(Kn)ε̃‖2n

and thus, using ε̃ = Lnε and rt(Kn) = I −Kngt(Kn),

Eε‖rt(Kn)Ỹ‖2n = ‖rt(Kn)f̃‖2n +
σ2

n
tr(LnL

T
n (I −Kngt(Kn))2)

= ‖rt(Kn)f̃‖2n +
σ2

n
tr(LnL

T
n )

− 2
σ2

n
tr(LnL

T
ngt(Kn)Kn) +

σ2

n
tr(LnL

T
ng

2
t (Kn)K2

n).

The lower bound follows from the fact that the last term is non-negative, while the upper
bound follows from (BdF). �

7.2 Deviation inequality for the variance and bias parts

The results of this section are improvements over previous results from (Blanchard et al.,
2018b) and (Blanchard et al., 2018a), differentiating more precisely between the sub-
Gaussian and sub-exponential behaviours. Surprisingly, these improvements result from
different arguments based on a more basic comparison between the discrepancy principle
and its reference balancing stopping rule t̃∗n.

7.2.1 Deviation inequality for the variance part

Our first main result is a deviation inequality for τ from (7.1).

Proposition 23 Suppose that Assumptions (SubGN) and (BdF) hold. Then, for every
t > t̃∗n, we have

Pε(τ > t) ≤ 2 exp
(
− c
(
y ∧ y2

tr (LnL>n )

))
, y = Ñ g

n (t)− Ñ g
n (t̃∗n),

where c > 0 is a constant depending only on A.

Proof of Proposition 23 Since the claim is trivial for t̃∗n =∞ it remains to consider the
case that t̃∗n is finite. Inserting the definition of the discrepancy principle in (7.1), we have

Pε(τ > t) ≤ Pε

(
‖rt(Kn)Ỹ‖2n >

σ2

n
tr(LnL

T
n )
)
. (7.3)

By Lemma 22, we have

σ2

n
tr(LnL

T
n )−Eε‖rt(Kn)Ỹ‖2n ≥

σ2

n
Ñ g
n (t)− ‖rt(Kn)f̃‖2n.

Since t > t̃∗n implies that

‖rt(Kn)f̃‖2n ≤ ‖rt̃∗n(Kn)f̃‖2n =
σ2

n
Ñ g
n (t̃∗n),
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we arrive at

σ2

n
tr(LnL

T
n )−Eε‖rt(Kn)Ỹ‖2n ≥

σ2

n
Ñ g
n (t)− σ2

n
Ñ g
n (t̃∗n) =

σ2

n
y.

Inserting this into (7.3), we get

Pε(τ > t) ≤ Pε

(
‖rt(Kn)Ỹ‖2n −Eε‖rt(Kn)Ỹ‖2n >

σ2

n
y
)
.

Applying Lemma 27, using also that t > t̃∗n and (BdF) imply ‖rt(Kn)f̃‖2n ≤ σ2n−1Ñ g
n (t) ≤

σ2n−1 tr(LnL
T
n ), the claim follows. �

Our next main result is a deviation inequality for the variance part.

Proposition 24 Suppose that (SubGN) holds true. Then, for every y > 0, we have

Pε

(
‖K1/2

n g1/2
τ (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t̃∗n) +

σ2

n
2y
))
≤ 3 exp

(
− c
(
y ∧ y2

tr (LnL>n )

))
with constant c > 0 depending only on A.

Proof of Proposition 24 By Definition 2, the term ‖K1/2
n g

1/2
t (Kn)ε̃‖2n is non-decreasing

in t ≥ 0. Now, if

Ñ g
n (t̃∗n) + y > Ñ g

n (T ), (7.4)

then

Pε

(
‖K1/2

n g1/2
τ (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t̃∗n) + 2

σ2

n
y
)

≤ Pε

(
‖K1/2

n g
1/2
T (Kn)ε̃‖2n >

σ2

n
Ñ g
n (T ) +

σ2

n
y
)
,

and the claim follows from Lemma 28. On the other hand, if (7.4) does not hold, then we
can define t̃∗n < t ≤ T by

Ñ g
n (t) = Ñ g

n (t̃∗n) + y. (7.5)

In this case we have

Pε

(
‖K1/2

n g1/2
τ (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t̃∗n) + 2

σ2

n
y
)

≤ Pε

(
{τ ≤ t} ∩

{
‖K1/2

n g1/2
τ (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t̃∗n) + 2

σ2

n
y
})

+ Pε(τ > t)

≤ Pε

(
‖K1/2

n g
1/2
t (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t) +

σ2

n
y
)

+ Pε(τ > t),

and the claim follows from applying Lemma 28 to the second last term and Proposition 23
to the last term, using that t > t̃∗n and y = Ñ g

n (t)− Ñ g
n (t̃∗n). �
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7.2.2 Deviation inequality for the bias part

Proposition 25 Suppose that Assumptions (SubGN) and (BdK) hold true. Then, for
every y > 0 such that 2‖rt̃∗n(Kn)f̃‖2n + σ2n−1y > ‖rT (Kn)f̃‖2n, we have

Pε

(
‖rτ (Kn)f̃‖2n > 2‖rt̃∗n(Kn)f̃‖2n +

σ2

n
y
)
≤ 2 exp

(
− c
( y2

tr(LnLTn )
∧ y
))

(7.6)

with constant c > 0 depending only on A. If t̃∗n =∞ we additionally assume that σ2n−1y ≥
‖rt̃∗n(Kn)f̃‖2n.

Proof of Proposition 25 From 2‖rt̃∗n(Kn)f̃‖2n + σ2n−1y > ‖rT (Kn)f̃‖2n it follows that,

under the event considered in (7.6), the stopping rule τ has to be smaller than T . This
means that in the definition of τ in (7.1), we can ignore the minimum with T in what
follows.

If ‖r0(Kn)f̃‖2n < 2‖rt̃∗n(Kn)f̃‖2n+σ2n−1y, then the claim is clear because the probability

on the left-hand side of (7.6) is equal to zero. Otherwise, we define 0 ≤ t < t̃∗n by

2‖rt̃∗n(Kn)f̃‖2n +
σ2

n
y = ‖rt(Kn)f̃‖2n,

leading to

Pε

(
‖rτ (Kn)f̃‖2n > 2‖rt̃∗n(Kn)f̃‖2n +

σ2

n
y
)

≤ Pε(τ < t) ≤ Pε

(
‖rt(Kn)Ỹ‖2n ≤

σ2

n
tr(LnL

T
n )
)
. (7.7)

By Lemma 22, we have

σ2

n
tr(LnL

T
n )−Eε‖rt(Kn)Ỹ‖2n ≤ 2

σ2

n
Ñ g
n (t)− ‖rt(Kn)f̃‖2n.

Since t < t̃∗n, (7.2) implies

2
σ2

n
Ñ g
n (t) ≤ 2

σ2

n
Ñ g
n (t̃∗n) ≤ 2‖rt̃∗n(Kn)f̃‖2n.

Thus we get

σ2

n
tr(LnL

T
n )−Eε‖rt(Kn)Ỹ‖2n ≤ 2‖rt̃∗n(Kn)f̃‖2n − ‖rt(Kn)f̃‖2n = −σ

2

n
y.

Inserting this into (7.7), we get

Pε

(
‖rτ (Kn)f̃‖2n >

σ2

n
y
)
≤ Pε

(
‖rt(Kn)Ỹ‖2n −Eε‖rt(Kn)Ỹ‖2n ≤ −

σ2

n
y
)
,

In the case that t̃∗n is finite, using that

‖rt(Kn)f̃‖2n = 2‖rt̃∗n(Kn)f̃‖2n +
σ2

n
y

= 2
σ2

n
Ñ g
n (t̃∗n) +

σ2

n
y ≤ 2

σ2

n
tr(LnL

T
n ) +

σ2

n
y,

the claim follows from Lemma 27. On the other hand, if t̃∗n =∞, then we use ‖rt(Kn)f̃‖2n =
2‖rt̃∗n(Kn)f̃‖2n + σ2n−1y ≤ 3σ2n−1y instead. �
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7.3 Proofs of oracle inequalities (fixed-design)

The present section gathers proofs of main oracle inequalities established in the fixed-design
setting. They mainly follow from the results from Section 7.2. In each of these proofs,
notations are used according to the context where the theorem has been stated.

Proof of Proposition 10 The proof follows from Sections 7.1 and 7.2 applied with
Ln = In, in which case τDP coincides with τ from (7.1) and t∗n coincides with t̃∗n from (7.2).

By (BdF) and using that (a+ b)2 ≤ 2a2 + 2b2, we have

‖f − f̂ (τDP )‖2n ≤ 2‖rτDP (Kn)f‖2n + 2‖KngτDP (Kn)ε‖2n
≤ 2‖rτDP (Kn)f‖2n + 2‖K1/2

n g1/2
τDP

(Kn)ε‖2n. (7.8)

Proposition 24 with Ln = In yields that, for every u > 0,

Pε

(
‖K1/2

n g1/2
τDP

(Kn)ε‖2n >
σ2

n
N g
n (t∗n) + C

(σ2√u√
n

+
σ2u

n

))
≤ 3e−u. (7.9)

On the other hand, from Proposition 25 with Ln = In, it follows that

Pε

(
‖rτDP (Kn)f‖2n > 2‖rt∗n∧T (Kn)f‖2n + C

(σ2√u√
n

+
σ2u

n

))
≤ 2e−u. (7.10)

By the definition of t∗n, we have

‖rt∗n∧T (Kn)f‖2n +
σ2

n
N g
n (t∗n) ≤ 2 min

0≤t≤T

{
‖rt(Kn)f‖2n +

σ2

n
N g
n (t)

}
. (7.11)

Using (7.8) and (7.11) combined with (7.9) and (7.10), and the union bound, the claim now
follows. �

Proof of Theorem 12 The claim follows from inserting Lemma 11 into Theorem 12. �

Proof of Theorem 15 The result follows from Sections 7.1 and 7.2 applied with Ln =

g̃
1/2
T (Kn)K

1/2
n , in which case τSDP from (4.1) coincides with τ from (7.1).

A key remark is that, since the regularizer g̃ satisfies (LFL), we have λgT (λ) ≤ (B ∨
1)b−1λg̃T (λ). Thus τSDP ≤ T implies

‖f − f̂ (τSDP )‖2n
≤ 2‖rτSDP (Kn)f‖2n + 2‖KngτSDP (Kn)ε‖2n
≤ 2‖rτSDP (Kn)f‖2n + 2(B ∨ 1)b−1‖K1/2

n g1/2
τSDP

(Kn)K1/2
n g̃

1/2
T (Kn)ε‖2n

= 2‖rτSDP (Kn)f‖2n + 2(B ∨ 1)b−1‖K1/2
n g1/2

τSDP
(Kn)ε̃‖2n, (7.12)

where ε has been replaced by ε̃ in the last inequality. Invoking the first claim of Lemma 29
we get

‖f − f̂ (τSDP )‖2n (7.13)

≤ C
(
‖rτSDP (Kn)f̃‖2n + ‖K1/2

n g1/2
τSDP

(Kn)ε̃‖2n +
1

T 2s+1
+
‖Σn − Σ‖2∧2s

op

T

)
,
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where the last term CT−1‖Σn − Σ‖2∧2s
op can be dropped if s ≤ 1/2. On the one hand,

Proposition 25 with Ln = g̃
1/2
T (Kn)K

1/2
n and Lemma yields that

Pε

(
‖rτSDP (Kn)f̃‖2n > 2‖rt̃∗n∧T (Kn)f̃‖2n +C

σ2

n

(√
uN g̃

n (T ) + u
))
≤ 2e−u, u > 0. (7.14)

On the other hand, from Proposition 24 with Ln = g̃
1/2
T (Kn)K

1/2
n , we get

Pε

(
‖K1/2

n g1/2
τSDP

(Kn)ε̃‖2n >
σ2

n
Ñ g
n (t̃∗n) + C

σ2

n

(√
uN g̃

n (T ) + u
))
≤ 3e−u, u > 0. (7.15)

The definition of t̃∗n and (BdF) lead to

‖rt̃∗n∧T (Kn)f̃‖2n +
σ2

n
Ñ g
n (t̃∗n) ≤ 2 min

0≤t≤T

{
‖rt(Kn)f̃‖2n +

σ2

n
Ñ g
n (t)

}
.

Now, using (BdF), we have Ñ g
n (t) ≤ N g

n (t) and ‖rt(Kn)f̃‖2n ≤ ‖rt(Kn)f‖2n. Thus combining
everything together yields

‖rt̃∗n∧T (Kn)f̃‖2n +
σ2

n
Ñ g
n (t̃∗n) ≤ 2 min

0≤t≤T

{
‖rt(Kn)f‖2n +

σ2

n
N g
n (t)

}
. (7.16)

Using (7.13) and (7.16) combined with (7.14) and (7.15), and the union bound, we get for
every u > 0

Pε

(
‖f − f̂ (τSDP )‖2n > C

(
min

0≤t≤T

{
‖rt(Kn)f‖2n +

σ2

n
Nn(t)

}
+
σ2
√
uN g̃

n (T )

n
+
σ2u

n
+

1

T 2s+1
+
‖Σn − Σ‖2∧2s

op

T

))
≤ 5e−u (7.17)

The desired inequality now follows from inserting Lemmas 6 and 11. �

Remark 26 Let us briefly outline one possible strategy for extending our oracle inequalities
to an early stopping rule

τ = τ(Y, σ̂2, Ln, T ) = inf
{
t ≥ 0 : ‖rt(Kn)Ỹ‖2n ≤

σ̂2 tr(LnL
T
n )

n

}
∧ T (7.18)

which is based on an estimator σ̂2 of σ2.
First, focusing on the event that the inequalities κ1 ≤ σ̂2 ≤ κ2 hold for some fixed

κ1, κ2 > 0, it is easy to see (using (7.8) and the monotonicity of the bias and variance terms)
that the squared empirical norm ‖f − f̂ (τ)‖2n is bounded by 2‖rτ2(Kn)f‖2n+ 2‖Kngτ1(Kn)ε‖2n,
where the stopping rules τ2 ≤ τ ≤ τ1 are defined by

τi = τi(Y, κi, Ln, T ) = inf
{
t ≥ 0 : ‖rt(Kn)Ỹ‖2n ≤

κi tr(LnL
T
n )

n

}
∧ T.

The main observation now is that the deviation inequalities from Section 7.2 can be extended
to the stopping rules τi, provided that the κi are sufficiently close to σ2.
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In fact, following the same line of arguments, one can show that if |κi − σ2| ≤ Cσ2 for
some constant C > 0, then Proposition 24 continues to hold for τi with

σ2

n
Ñ g
n (t̃∗n) +

σ2

n
2y replaced by

σ2

n
Ñ g
n (t̃∗n) +

σ2

n
2y +

max(σ2 − κi, 0)

n
tr(LnL

T
n ),

while Proposition 25 continues to hold for τi with

2‖rt̃∗n(Kn)f̃‖2n +
σ2

n
y replaced by 2‖rt̃∗n(Kn)f̃‖2n +

σ2

n
y +

max(κi − σ2, 0)

n
tr(LnL

T
n ).

Hence, the stopping rules τi also lead to oracle inequalities, but, compared to the stopping
rule based on σ2, with an additional error term |σ2−κi|n−1 tr(LnL

T
n ). In particular, Propo-

sition 10, Theorem 12 and Theorem 15 continue to hold with the additional remainder terms
|σ2 − κi| and |σ2 − κi|n−1N g̃

n (T ), respectively. In summary, we get oracle inequalities for
the stopping rule τ based on an estimator σ̂2, provided that we have sufficiently sharp high
probability upper and lower bounds for σ̂2.

7.4 Key technical results

In order to prove Propositions 24 and 25, we need the following two concentration inequal-
ities, namely Lemmas 27 and 28.

Lemma 27 Suppose that Assumption (SubGN) holds. Then, for every t ≥ 0 and every
y > 0, we have

Pε(‖rt(Kn)Ỹ‖2n −Eε‖rt(Kn)Ỹ‖2n > y)

≤ exp
(
− c
( n2y2

σ4 tr(LnLTn )
∧ ny
σ2

))
+ exp

(
− cny2

σ2‖rt(Kn)f̃‖2n

)
and the same upper bound holds for Pε(‖rt(Kn)Ỹ‖2n −Eε‖rt(Kn)Ỹ‖2n < −y).

Proof of Lemma 27 We have

‖rt(Kn)Ỹ‖2n = ‖rt(Kn)f̃‖2n + 〈rt(Kn)f̃ , rt(Kn)ε̃〉n + ‖rt(Kn)ε̃‖2n

and thus

‖rt(Kn)Ỹ‖2n −Eε‖rt(Kn)Ỹ‖2n
= 〈LTnr2

t (Kn)f̃ , ε〉n + ‖rt(Kn)Lnε‖2n −Eε‖rt(Kn)Lnε‖2n.

By (SubGN) and a general Hoeffding inequality for sub-Gaussian random variables (cf.
(Vershynin, 2018, Theorem 2.6.3)), we have for all y > 0,

Pε(〈LTnr2
t (Kn)f̃ , ε〉n > y) ≤ exp

(
− cn2y2

σ2‖LTnr2
t (Kn)f̃‖22

)
≤ exp

(
− cny2

σ2‖rt(Kn)f̃‖2n

)
,
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where we used the fact that ‖LTn‖op = ‖Ln‖op ≤ 1 and (BdF) in the second inequality.
Moreover, an application of the Hanson-Wright inequality (cf. (Vershynin, 2018, Theorem
6.2.1)) gives for all y > 0,

Pε(‖rt(Kn)Lnε‖2n −Eε‖rt(Kn)Lnε‖2n > y)

≤ exp

(
− c
(

n2y2

σ4‖LTnr2
t (Kn)Ln‖2HS

∧ ny

σ2‖LTnr2
t (Kn)Ln‖op

))
.

By Assumption (BdF) and the fact that ‖Ln‖op = ‖LTn‖op ≤ 1, we have

‖LTnr2
t (Kn)Ln‖op ≤ 1 and ‖LTnr2

t (Kn)Ln‖2HS ≤ ‖Ln‖2HS = tr(LnL
T
n ).

We thus obtain that

Pε(‖rt(Kn)Lnε‖2n −Eε‖rt(Kn)Lnε‖2n > y)

≤ exp
(
− c
( n2y2

σ4 tr(LnLTn )
∧ ny
σ2

))
.

This completes the proof of the right-deviation inequality. The left-deviation inequality
follows analogously. �

Lemma 28 Suppose that Assumption (SubGN) holds. Then, for every t ≥ 0 and every
y > 0, we have

Pε

(
‖K1/2

n g
1/2
t (Kn)ε̃‖2n >

σ2

n
Ñ g
n (t) + y

)
≤ exp

(
− c
( n2y2

σ4Ñ g
n (t)

∧ ny
σ2

))
≤ exp

(
− c
( n2y2

σ4 tr(LnLTn )
∧ ny
σ2

))
.

Proof of Lemma 28 First, note that σ2n−1Ñ g
n (t) = Eε‖K1/2

n g
1/2
t (Kn)ε̃‖2n. Moreover, by

the Hanson-Wright inequality (cf. (Vershynin, 2018, Theorem 6.2.1)), we have for all y > 0,

Pε

(
‖K1/2

n g
1/2
t (Kn)Lnε‖2n > Eε‖K1/2

n g
1/2
t (Kn)Lnε‖2n + y

)
≤ exp

(
− c
( n2y2

σ4‖LTnKngt(Kn)Ln‖2HS

∧ ny

σ2‖LTnKngt(Kn)Ln‖op

))
.

The claims now follow from inserting ‖LTnKngt(Kn)Ln‖op ≤ 1 as well as
‖LTnKngt(Kn)Ln‖2HS ≤ tr(LnL

T
nKngt(Kn)) ≤ tr(LnL

T
n ). �

Lemma 29 Let Ln = g̃
1/2
T (Kn)K

1/2
n with regularizer g̃ satisfying (LFL). If (SC(r,R))

holds with s = r − 1/2 ≥ 0 and if ‖(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖op ≤ 1/2, then
there is a constant C > 0 depending only on s, R and M such that for every 0 < t ≤ T ,

‖rt(Kn)f‖2n ≤
1

b
‖rt(Kn)f̃‖2n + C

( 1

T 2s+1
+
‖Σn − Σ‖2∧2s

op

T

)
,
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where the last term in the upper bound CT−1‖Σn − Σ‖2∧2s
op can be dropped if s ≤ 1/2.

Moreover, if (SC(r,R)) and (QuErr) hold with s = r − 1/2 ≥ 0 and q ≥ r and if ‖(Σ +
T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖op ≤ 1/2, then we have for every 0 < t ≤ T ,

‖rt(Kn)f‖2n ≤ C
( 1

t2s+1
+
‖Σn − Σ‖2∧2s

op

t

)
,

where the second term in the upper bound can be dropped if s ≤ 1/2.

Proof of Lemma 29 Using the identity f = Snf and the singular value decomposition
in (2.3), we have

‖rt(Kn)f‖2n =
∑
j≥1

λ̂jr
2
t (λ̂j)〈f, ûj〉2

≤ 1

b

∑
λ̂jT>1

λj g̃T (λ̂j)λ̂jr
2
t (λ̂j)〈f, ûj〉2 +

1

T

∑
λ̂jT≤1

〈f, ûj〉2

=
1

b
‖rt(Kn)f̃‖2n +

1

T

∑
λ̂jT≤1

〈f, ûj〉2,

where we applied (LFL) and (BdF) in the inequality. To see the first claim, we have show
that ∑

λ̂jT≤1

〈f, ûj〉2 ≤ C(T−2s + ‖Σn − Σ‖2∧2s
op ), (7.19)

where the second term ‖Σn−Σ‖2∧2s
op can be dropped if s ≤ 1/2. By assumption ‖Σ−Σn‖op ≤

(λ1 +T−1)/2. By assumption, we have f = Σsg with ‖g‖H ≤ R and s = r−1/2 ≥ 0. Hence,∑
λ̂jT≤1

〈f, ûj〉2 ≤ 2
∑
λ̂jT≤1

〈Σs
ng, ûj〉2 + 2

∑
λ̂jT≤1

〈(Σs − Σs
n)g, ûj〉2

≤ 2
∑
λ̂jT≤1

λ̂2s
j 〈g, ûj〉2 + 2‖(Σs − Σs

n)g‖2H

≤ 2T−2s‖g‖2H + C‖Σ− Σn‖2∧2s
op ‖g‖2H,

where we applied (A.1) and (A.2) in the last inequality and where C > 0 is a constant
depending only on s and M . If s ≤ 1/2, then we have∑

λ̂jT≤1

〈f, ûj〉2 =
∑
λ̂jT≤1

〈(Σn + T−1)s(Σn + T−1)−sΣsg, ûj〉2

≤ (2T−1)2s‖(Σn + T−1)−sΣs‖2opR
2 ≤ (2T−1)2s‖(Σn + T−1)−1/2Σ1/2‖2sopR

2,

where we applied (A.3) in the last inequality and where C > 0 is a constant depending only
on s, M and R. Hence, the second part of the claim follows from

‖(Σn + T−1)−1/2Σ1/2‖2op ≤ ‖(Σn + T−1)−1/2(Σ + T−1)1/2‖2op
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= ‖(Σ + T−1)1/2(Σn + T−1)−1(Σ + T−1)1/2‖op

= ‖((Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2 + 1)−1‖op ≤ 2. (7.20)

The proof of the last claim is very similar. Using (QuErr) with q ≥ r, (A.1) and (A.2), we
get

‖Σ1/2
n rt(Σn)f‖2H ≤ 2‖Σ1/2

n rt(Σn)Σs
ng‖2H + 2‖Σ1/2

n rt(Σn)(Σs
n − Σs)g‖2H

≤ C(t−1−2s + t−1‖Σ− Σn‖2∧2s
op ),

and the second part of the last claim follows. On the other hand, if s ≤ 1/2, then we have

‖Σ1/2
n rt(Σn)f‖2H ≤ ‖Σ1/2

n rt(Σn)(Σn + T−1)s(Σn + T−1)−sΣsg‖2H
≤ C1‖Σ1/2

n rt(Σn)(Σn + t−1)s‖2op‖(Σn + t−1)−1/2(Σ + t−1)1/2‖2sop ≤ C2t
−1−2s,

where we applied (QuErr) and (7.20). �

8. Proofs for random design results

8.1 Concentration inequalities

In this section, we provide concentration and deviation inequalities needed to transfer our
results from the fixed to the random design setting. We start with a deviation inequality
dealing with the change of norm event from Lemma 16. The next lemma follows from an
extension of Tropp (2015) obtained in Minsker (2017) and further simplified by Dicker et al.
(2017) (see Lemma 45).

Lemma 30 Suppose that (BdK) holds. For t > 0, let Et be the event defined by

Et = {‖(Σ + t−1)−1/2(Σn − Σ)(Σ + t−1)−1/2‖op ≤ 1/2}.

Then there are constants c1, c2, C1 > 0 depending only on M such that, for every 0 < t ≤
c2n,

P(Ect ) ≤ C1t exp(−c1n/t).

Proof of Lemma 30 The proof consists in checking the assumptions of Lemma 45 from
the Appendix. This justifies introducing constants R, V , and D from Lemma 45. In
particular

ξi = (Σ + t−1)−1/2kXi ⊗ (Σ + t−1)−1/2kXi − (Σ + t−1)−1Σ.

Then ‖ξ1‖op ≤ 2‖(Σ + t−1)−1/2kX1‖2H ≤ 2M2t = R. Moreover, we have

‖Eξ2
1‖op ≤

∥∥∥E((Σ + t−1)−1/2kX ⊗ (Σ + t−1)−1/2kX

)2∥∥∥
op

≤
∥∥∥E〈(Σ + t−1)−1kX1 , kX〉H(Σ + t−1)−1/2kX ⊗ (Σ + t−1)−1/2kX

∥∥∥
op

≤ tM2
∥∥∥E(Σ + t−1)−1/2kX ⊗ (Σ + t−1)−1/2kX

∥∥∥
op
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= tM2
∥∥∥(Σ + t−1)−1Σ

∥∥∥
op
≤ tM2 = V.

Similarly with D = N (t), we have

tr(Eξ2
1) ≤ tM2 tr((Σ + t−1)−1Σ) = tM2N (t) = V ·D.

Then, for every t > 0 such that V 1/2n−1/2 + (3n)−1R ≤ 1/2,

P

∥∥∥∥∥ 1

n

n∑
i=1

ξi

∥∥∥∥∥
op

≥ 1

2

 ≤ 4N (t) exp

[
− n

8 (M2 + (2/6)M2) t

]

≤ 4M2t exp

[
− n

(32/3)M2t

]
,

where the last inequality results from (BdK), which yields the claim with C1 = 4M2,
c1 = (32/3)M2, and c2 = (3/4)2(

√
7/3− 1)2/M2. �

Next, we establish a concentration inequality for the empirical effective dimension. In-
terestingly, the event ET again plays a key role. Besides, we will apply exponential-type
inequalities in Hilbert spaces.

Lemma 31 Suppose that (BdK) holds. Then there is a constant C > 0 depending only on
M and λ1 = ‖Σ‖op such that, for every 1 ≤ t ≤ T ,

P
(
ET ∩

{
Nn(t) > CN (t)

})
≤ e−n/t.

In particular, for every 1 ≤ t ≤ T , we have

E1ETNn(t) ≤ CN (t) + ne−n/t.

Remark 32 Lemma 31 deals only with the case t ≥ 1. The reason for this is that for
0 < t ≤ 1, the trivial bound Nn(t) ≤M2t ≤M2 will be sufficient for our purposes.

Proof of Lemma 31 Setting

At = (Σ + t−1)−1/2(Σn − Σ)(Σ + t−1)−1/2, (8.1)

we have

(Σn + t−1)−1 = (Σ + t−1)−1/2(I +At)
−1(Σ + t−1)−1/2.

Hence,

Nn(t) = tr(Σn(Σn + t−1)−1)

= tr
[

Σn(Σ + t−1)−1/2(I +At)
−1(Σ + t−1)−1/2

]
= tr

[
(Σ + t−1)−1/2Σn(Σ + t−1)−1/2(I +At)

−1
]
.
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Since ET holds and t ≤ T , we have ‖At‖op ≤ ‖AT ‖op ≤ 1/2 by using

At = (Σ + t−1)−1/2(Σ + T−1)1/2AT (Σ + T−1)1/2(Σ + t−1)−1/2,

which implies that ‖(I +At)
−1‖op ≤ 2.

Then, the von Neumann trace inequality applied to non-negative symmetric operators
on the event ET leads to

Nn(t) ≤
∥∥(I +At)

−1
∥∥

op
tr
[

(Σ + t−1)−1/2Σn(Σ + t−1)−1/2
]

≤ 2 tr
[

(Σ + t−1)−1/2Σn(Σ + t−1)−1/2
]

≤ 2 [N (t) + tr(At) ] . (8.2)

Using the definition of the empirical covariance operator, we have

tr(At) =
1

n

n∑
i=1

‖(Σ + t−1)−1/2kXi‖2H − E‖(Σ + t−1)−1/2kX‖2H.

In addition since ‖(Σ + t−1)−1/2kX1‖2H ≤ M2t, and E‖(Σ + t−1)−1/2kX1‖4H ≤ M2tN (t),
Bernstein’s inequality yields

P
(

tr(At) >

√
2uM2tN (t)

n
+
M2

3

ut

n

)
≤ e−u.

Inserting √
2uM2tN (t)

n
≤ N (t) +M2 tu

n
, (8.3)

we get for every u > 0,

P
(

tr(At) > N (t) +
4M2

3

ut

n

)
≤ e−u.

Finally setting u = n/t and using N (t) ≥ λ1/(λ1 + 1) for t ≥ 1, it results

P
(

tr(At) >
(

1 +
4M2

3

(
1 +

1

λ1

))
N (t)

)
≤ e−n/t.

Combining this with (8.2), the first claim follows with C = 4(1 + 2(1 + λ−1
1 )M2/3). The

second claim follows from the first one, using also that Nn(t) ≤ n. �

Finally, we establish the following deviation bound for remainder traces.

Lemma 33 Suppose that (BdK) holds. Then, for each u > 0 and any 0 ≤ k ≤ n, we have

P
(∑
j>k

λ̂j > 2
∑
j>k

λj + 2M2u

n

)
≤ e−u.

In particular, defining

A(t,K) =
{
∀0 ≤ k ≤ K :

∑
j>k

λ̂j ≤ 2
∑
j>k

λj + 2M2
(1

t
+

log(K + 1)

n

)}
with 0 ≤ K ≤ n and t > 0, we have

P(A(t,K)) ≥ 1− e−n/t.
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Proof of Lemma 33 Let Πk be the orthogonal projection from H onto the span of the
(population) eigenvectors (uj : j > k). Then, by the variational characterization of partial

traces, we have
∑

j>k λj = tr(ΠkΣ) and
∑

j>k λ̂j ≤ tr(ΠkΣ̂). We conclude that

∑
j>k

λ̂j −
∑
j>k

λj ≤ tr(Πk(Σ̂− Σ)Πk) =
1

n

n∑
i=1

‖ΠkkXi‖2H − E‖ΠkkX‖2H.

Since ‖ΠkkXi‖2H ≤ ‖kXi‖2H ≤ M2, and E‖ΠkkXi‖4H ≤ M2E‖ΠkkXi‖2H = M2
∑

j>k λj ,
Bernstein’s inequality yields

P
(∑
j>k

λ̂j >
∑
j>k

λj +

√
2uM2(

∑
j>k λj)

n
+
M2

n
u
)
≤ e−u.

Inserting √
2uM2(

∑
j>k λj)

n
≤
∑
j>k

λj +
M2

n
u,

the first claim follows. The second claim follows from the first one with u = n/t+log(K+1)
in combination with the union bound. �

8.2 Bounds for the variance and bias parts

We also use the notation of Section 7 with Ln = g̃
1/2
T (Kn)K

1/2
n . In particular, we ab-

breviate f̃ = g̃
1/2
T (Kn)K

1/2
n f and ε̃ = g̃

1/2
T (Kn)K

1/2
n ε. Moreover, we write Ñ g

n (t) =
tr(g̃T (Kn)Kngt(Kn)Kn) for the smoothed g-effective dimension and t̃∗n = inf{t ≥ 0 :
‖rt(Kn)f̃‖2n ≤ σ2n−1Ñ g

n (t)} for the balancing stopping rule defined from the smoothed
bias and proxy variance terms.

8.2.1 A bound for the variance part

Proposition 34 Under the assumptions of Theorem 19, we have on the event ET ∩
A(T, bM2T c),

Pε(‖SρgτSDP (Σn)S∗nε‖2ρ > y(u)) ≤ 3e−u, u > 0,

with

y(u) = C
σ2

n
(Ñ g

n (t̃∗n) +
√
uNn(T ) + u+ 1).

The proof of Proposition 34 will be based on a series of lemmas successively detailed in
what follows.

The following lemma provides a slightly weaker version of Assumption (EVBound)
that is implied by the population variant (EffRank).
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Lemma 35 Suppose that (EffRank) and (BdK) hold. Let T > 0 be such that
T log(bM2T c+ 1) ≤ n. Then, on the event ET ∩ A(T, bM2T c), we have

∀0 < t ≤ T, t
∑

j:tλ̂j<1

λ̂j ≤ E(|{j : tλ̂j ≥ 1}| ∨ 1)

with E = 6E′ + 4M2.

Proof of Lemma 35 Firstly by (BdK) we have kλ̂k ≤
∑

j≤k λ̂j ≤ tr(Σ̂) ≤M2 and thus

λ̂k ≤M2k−1 for every k ≥ 1.
For 0 < t ≤ T define now k ≥ 0 such that tλ̂k ≥ 1 > tλ̂k+1 (with the convention that

k = 0 if tλ̂1 < 1). Then it follows from the above that k ≤ bM2T c. Let us now consider
the event A(T, bM2T c) ∩ ET . We have

t
∑
j>k

λ̂j ≤ 2t
∑
j>k

λj + 2M2 +
2M2T log(bM2T c+ 1)

n

≤ 2tE′λk+1(k ∨ 1) + 4M2, (8.4)

where we applied (EffRank) and T log(bM2T c + 1) ≤ n in the second inequality. Using
the lower bound in Lemma 44, we have λk+1 ≤ 2λ̂k+1 + 1/T . Inserting this into (8.4), we
get

t
∑
j>k

λ̂j ≤ 4E′(k ∨ 1) + 2E′(k ∨ 1) + 4M2 ≤ (6E′ + 4M2)(k ∨ 1),

and the claim follows with E = 6E′ + 4M2. �

Lemma 36 Suppose that (EffRank), (BdK) and (LFL) hold. Let T > 0 be such that
T log(bM2T c+ 1) ≤ n. Then, on the event ET ∩ A(T, bM2T c), we have

∀1 ≤ t ≤ T, N g
n (t) ≤ C1Ñ g

n (t) + C2

with C1 = 2(1 + b−1EB), C2 = BE and E = 6E′ + 4M2.

Proof of Lemma 36 If tλ̂1 < 1, then (LFU) and Lemma 35 imply

N g
n (t) ≤ Bt

∑
j≥1

λ̂j ≤ BE,

yielding the claim in this case. On the other hand, if tλ̂1 ≥ 1, then let k ≥ 1 be defined by
tλ̂k+1 < 1 ≤ tλ̂k. By (3.2), we have

N g
n (t) ≤

∑
j≤k

λ̂jgt(λ̂j) +Bt
∑
j>k

λ̂j . (8.5)

Now by the definition of k, Lemma 35 and (LFL), we have

t
∑
j>k

λ̂j ≤ Ek ≤ Eb−1
∑
j≤k

λ̂jgt(λ̂j).
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Inserting this into (8.5), we get

n∑
j=1

λ̂jgt(λ̂j) ≤ C
∑
j≤k

λ̂jgt(λ̂j) ≤ b̃−1C
n∑
j=1

gt(λ̂j)λ̂j g̃T (λ̂j)λ̂j

with C = (1 + b−1BE) and b̃ = 1/2. �

Lemma 37 Suppose that (EffRank) and (BdK) hold. Let T > 0 be such that
T log(bM2T c+ 1) ≤ n. Then, on the event ET ∩ A(T, bM2T c), we have

Pε

(
‖K1/2

n g1/2
τSDP

(Kn)ε‖2n >
σ2

n
Λ(y)

)
≤ 3 exp

(
− c
(
y ∧ y2

Nn(T )

))
, y > 0,

with

Λ(y) = CÑ g
n (t̃∗n) + (C + 1)y +BE,

where C = 2(1 + b−1BE), E = 6E′ + 4M2 and c > 0 is a constant depending only on A.

Proof of Lemma 37 If (7.4) holds, that is if Ñ g
n (t̃∗n) + y > Ñ g

n (T ), then Lemma 36
implies that on ET ∩ A(n/T,K),

Λ(y) ≥ CÑ g
n (T ) + y +BE ≥ N g

n (T ) + y.

Hence,

Pε

(
‖K1/2

n g1/2
τSDP

(Kn)ε‖2n >
σ2

n
Λ(y)

)
≤ Pε

(
‖K1/2

n g
1/2
T (Kn)ε‖2n >

σ2

n
Ñ g
n (T ) +

σ2

n
y
)

and the claim follows from Lemma 28 and Lemma 6. On the other hand, if (7.4) does not
hold, then we can define t̃∗n < t ≤ T by Ñ g

n (t) = Ñ g
n (t̃∗n)+y. On ET ∩A(n/T,K), Lemma 36

implies

Λ(y) = CÑ g
n (t) + y +BE ≥ N g

n (t) + y.

Hence,

Pε

(
‖K1/2

n g1/2
τSDP

(Kn)ε‖2n >
σ2

n
Λ(y)

)
≤ Pε

(
‖K1/2

n g
1/2
t (Kn)ε‖2n >

σ2

n
Λ(y)

)
+ Pε(τSDP > t)

≤ Pε

(
‖K1/2

n g
1/2
t (Kn)ε‖2n >

σ2

n
N g
n (t) +

σ2

n
y
)

+ Pε(τSDP > t),

and the claim follows from applying Lemma 28 and Lemma 6 to the second last term and
Proposition 23 and Lemma 6 to the last term, using that t > t̃∗n and y = Ñ g

n (t) − Ñ g
n (t̃∗n).

�
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Proof of Proposition 34 First, by Lemma 16, we have on the event ET ,

‖SρgτSDP (Σn)S∗nε‖2ρ ≤ 2‖SngτSDP (Σn)S∗nε‖2n + T−1‖gτSDP (Σn)S∗nε‖2H
Applying (LFU) and the fact that τSDP ≤ T , and then (BdF), we get

‖SρgτSDP (Σn)S∗nε‖2ρ ≤ 2‖SngτSDP (Σn)S∗nε‖2n + T−1‖gτSDP (Σn)S∗nε‖2H
≤ 2‖SngτSDP (Σn)S∗nε‖2n +B‖g1/2

τSDP
(Σn)S∗nε‖2H

= 2‖KngτSDP (Kn)ε‖2n +B‖K1/2
n g1/2

τSDP
(Kn)ε‖2n

≤ (2 +B)‖K1/2
n g1/2

τSDP
(Kn)ε‖2n. (8.6)

Hence, on the event ET ,

Pε(‖SρgτSDP (Σn)S∗nε‖2ρ > y(u)) ≤ Pε((2 +B)‖K1/2
n g1/2

τSDP
(Kn)ε‖2n > y(u)),

and the claim follows from Lemma 37 applied with y = C(
√
Nn(T )u+u) and the fact that

the assumption T ≤ cn/(log n) with c small enough implies that T log(bM2T c+ 1) ≤ n. �

8.2.2 A bound for the bias part

Proposition 38 Under the assumptions of Theorem 19, we have on the event ET ∩
A(T, bM2T c),

Pε(‖SρrτSDP (Σn)f‖2ρ > z(u)) ≤ 2e−u, , u > 0,

with

z(u) = C
(
‖rt̃∗n∧T (Kn)f̃‖2n +

√
uNn(T ) + u

n
+

1

T 1+2s
+
‖Σ− Σn‖2∧2s

op

T

)
,

If s ≤ 1/2, then the last term in the definition of z(u) can be dropped.

Proof of Proposition 38 First, note that under s = r− 1/2 ≥ 0 the regression function
f can be represented as a function in H. By Lemma 16, we have on the event ET ,

‖SρrτSDP (Σn)f‖2ρ ≤ 2‖SnrτSDP (Σn)f‖2n + T−1‖rτSDP (Σn)f‖2H.

Using this and (BdF), we get

‖SρrτSDP (Σn)f‖2ρ ≤
∑
j≥1

(2λ̂j + T−1)r2
τSDP

(λ̂j)〈f, ûj〉2

≤ 3b−1
∑
λ̂jT>1

λ̂jr
2
τSDP

(λ̂j)g̃T (λ̂j)λ̂j〈f, ûj〉2 + 3T−1
∑
λ̂jT≤1

〈f, ûj〉2.

Using (7.19), we get on ET ,

‖SρrτSDP (Σn)f‖2ρ ≤ 3b−1‖rτSDP (Kn)f̃‖2n + z(u)/2,

provided that the constant C in the definition of z(u) is six times as big as the constant in
(7.19). Hence, on the event ET ,

Pε(‖SρrτSDP (Σn)f‖2ρ > z(u)) ≤ Pε(6b
−1‖rτSDP (Kn)f̃‖2n > z(u)),

and the claim follows from (7.14), provided that C in the definition of z(u) is chosen large
enough. �
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8.3 Proofs of oracle inequalities (inner case)

8.3.1 Proof of Theorem 19

Since s = r− 1/2 ≥ 0, f can be represented as a function in H. In particular, we can write
Y = Snf + ε, leading to

f − f̂ (τSDP ) = f − gτSDP (Σn)Σnf − gτSDP (Σn)S∗nε

= rτSDP (Σn)f − gτSDP (Σn)S∗nε.

Hence,

‖Sρ(f − f̂ (τSDP ))‖2ρ ≤ 2‖SρrτSDP (Σn)f‖2ρ + 2‖SρgτSDP (Σn)S∗nε‖2ρ.

The last but one term is addressed by Lemma 38 and the last one by Proposition 34.
Combining these estimates with (7.16), introducing the event ΩT = ET ∩A(T, bM2T c), we
get on the event ΩT ,

Pε(‖Sρ(f − f̂ (τSDP ))‖2ρ > x(u)) ≤ 5e−u, u > 0,

with

x(u) = C
(

min
0≤t≤T

{
‖rt(Kn)f‖2n +

N g
n (t)

n

}
+

√
uNn(T ) + u+ 1

n
+

1

T 1+2s
+
‖Σ− Σn‖2∧2s

op

T

)
,

where the last term in the definition of x(u) can be dropped if s ≤ 1/2. Invoking the last
claim in Lemma 29 and Lemma 6, we get on the event ΩT ,

Pε(‖Sρ(f − f̂ (τSDP ))‖2ρ > x̃(u)) ≤ 5e−u, u > 0.

with

x̃(u) = C
(

min
0<t≤T

{ 1

t1+2s
+
Nn(t)

n
+
‖Σ− Σn‖2∧2s

op

t

}
+

√
uNn(T ) + u

n

)
,

where the last term in the curly brackets in the definition of x̃(u) can be dropped if s ≤ 1/2.
Integrating this inequality on the event ΩT , we get

E1ΩT ‖Sρ(f − f̂
(τSDP ))‖2ρ = E1ΩTEε‖Sρ(f − f̂ (τSDP ))‖2ρ

≤ C
(

min
1≤t≤T

{ 1

t1+2s
+

E1ΩTNn(t)

n
+

E‖Σ− Σn‖2∧2s
op

t

}
+

E1ΩT

√
Nn(T ) + 1

n

)
,

where the last term in the curly brackets can be dropped if s ≤ 1/2. Here, we have replaced
the minimum over 0 < t ≤ T by 1 ≤ t ≤ T since the range t ∈ (0, 1] does not yield any
improvement. Focusing now on E1ΩT ‖Σ−Σn‖2∧2s

op , this latter term can be tackled by first

E‖Σ− Σn‖2∧2s
op ≤ (E‖Σ− Σn‖2op)1∧s ≤ (E‖Σ− Σn‖2HS)1∧s.
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Then, since the random variables kXi ⊗ kXi − Σ are centered and independent, we have

E‖Σ− Σn‖2HS ≤
1

n
E‖kX ⊗ kX‖2HS =

1

n
E‖kX‖4H ≤

M4

n
. (8.7)

Using the Cauchy-Schwarz inequality, the second claim in Lemma 31 and the previous
bound, we get

E1ΩT ‖Sρ(f − f̂
(τSDP ))‖2ρ

≤ C
(

min
1≤t≤T

{ 1

t1+2s
+

1

tn1∧s +
N (t) + ne−n/t

n

}
+

√
N (T ) + ne−n/T

n

)
,

where the second term t−1n−(1∧s) is only present for s > 1/2.
We now show that this term can also be dropped for s > 1/2. If s ≥ 1, this is clear

using t−1n−1∧s ≤ n−1. Assume now that s ∈ (1/2, 1). If t ≤
√
n, then t−1n−s ≤ t−1−2s,

while if t >
√
n then t−1n−s ≤ n−1/2−s ≤ n−1. Moreover, the terms ne−n/t and ne−n/T

can also be dropped using the condition 1 ≤ t ≤ T ≤ c1n/(log n) with c1 small enough. We
thus get

E1ΩT ‖Sρ(f − f̂
(τSDP ))‖2ρ ≤ C

(
min

1≤t≤T

{ 1

t1+2s
+
N (t)

n

}
+

√
N (T )

n

)
.

The last part of the proof consists in analyzing the prediction error on the complement
of the event ΩT . Since ‖f̂ (t)‖2H is non-decreasing in t ≥ 1, we have ‖f̂ (τSDP )‖2H ≤ ‖f̂ (T )‖2H.

Moreover, applying (BdF) and (LFU), we get ‖f̂ (T )‖2H ≤ BT‖Y‖2n. Hence, ‖Sρf̂ (τSDP )‖2ρ ≤
λ1BT‖Y‖2n and

‖Sρ(f − f̂ (τSDP ))‖2ρ ≤ 2‖Sρf‖2ρ + 2λ1BT‖Y‖2n
≤ 2‖Sρf‖2ρ + 4M2λ1BT‖f‖2H + 4λ1BT‖ε‖2n ≤ C(1 + T‖ε‖2n), (8.8)

where we applied ‖Snf‖2n = (1/n)
∑n

i=1〈f, kXi〉2H ≤ M2‖f‖2H in the second inequality.
Using T ≤ c1n/(log n) with c1 small enough, we get P(Ωc

T ) ≤ P(A(n/T, 3M2T )c) +P(EcT ) ≤
2C1Te

−c2n/T ≤ 2C2n
−C3 with C3 > 4. Using the Cauchy-Schwarz inequality and (SubGN)

it follows that

E1ΩcT
‖Sρ(f − f̂ (τSDP ))‖2ρ ≤ Cn−1 (8.9)

and the claim follows.

8.3.2 Proof of Theorem 20

We prove the result in the case s ≤ 1/2, the other case follows similarly. From previous
Section 8.3.1, let us consider the event ΩT1 = ET1 ∩A(n/T1, 3M

2T1), where T1 = c1n/ log n
and c1 is sufficiently small such that P(ΩT1) ≤ n−4 (such a choice is possible by Lemma 30
and Lemma 33).

We first show that with T = min(T1, T̂ ), we have on the event ΩT1

‖rt̃∗n∧T (Kn)f̃‖2n +
σ2

n
Ñ g
n (t̃∗n) ≤ C

(
min
t>0

{
t−2r +

Nn(t)

n

}
+

log n

n

)
(8.10)
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By the definition of t̃∗n (Eq. (4.2)), Eq. (7.16) and Lemma 29, we have on the event ΩT1

‖rt̃∗n∧T (Kn)f̃‖2n +
σ2

n
Ñ g
n (t̃∗n) ≤ C min

0<t≤T

{
t−2r +

Nn(t)

n

}
. (8.11)

On the one hand, if T̂ > T1, then T = T1 and T1Nn(T1) < n and thus (since 2r ≥ 1)

min
0<t≤T

{
t−2r +

Nn(t)

n

}
≤ 1

T1
+
Nn(T1)

n
<

2

T1
≤ 2

c1

log n

n
·

On the other hand, if T̂ ≤ T1, then T = T̂ and tn defined by t2rn Nn(tn) = n satisfies either
1 ≤ tn ≤ T̂ or 0 < tn < 1. In the former case the right-hand side of (8.11) is bounded by
2C mint>0{t−2r+n−1Nn(t)}, where the constraint that t ≤ T has been removed, while in the
latter case the bound (8.10) is trivial since 2 mint>0{t−2r+n−1Nn(t)} ≥ t−2r

n +n−1Nn(tn) ≥
1 in this case. This completes the proof of (8.10).

Similarly, by the definition of T , we have√
Nn(T )

n
=

1√
n

√
Nn(T )

n
≤ C

(√ 1

n
min
t>0

{
t−1 +

Nn(t)

n

}
+

log n

n

)
We can now proceed as in Proposition 34 and Proposition 38 to obtain on the event ΩT1

Eε‖Sρ(f − f̂ (τSDP ))‖2ρ

≤ C
(

min
t>0

{
t−2r +

1

n
Nn(t)

}
+

√
1

n
min
t>0

{
t−1 +

Nn(t)

n

}
+

log n

n

)
.

Here we used that T does only depend on the design and is thus fixed conditional on the
design. Hence, taking expectation and using Lemma 31 and Remark 32, we conclude

E1ΩT1
‖Sρ(f − f̂ (τSDP ))‖2ρ

≤ C
(

min
t>0

{
t−2r +

N (t)

n

}
+

√
1

n
min
t>0

{
t−1 +

N (t)

n

}
+

log n

n

)
.

The claim follows from the final arguments in the proof of Theorem 19, showing that

E‖Sρ(f − f̂ (τSDP ))‖2ρ ≤ E
[
1ΩT1

‖Sρ(f − f̂ (τSDP ))‖2ρ
]

+ Cn−1.

8.4 Proofs of oracle inequalities (outer case)

8.4.1 Proof of Theorem 17

For simplicity, we prove Theorem 17 only in the case of Tikhonov regularization. Through-
out the proof, we set T = cn/(log n) with c sufficiently small such that

P(EcT ) ≤ n−C , C > 4. (8.12)

Such a choice is possible by Lemma 30.

48



Discrepancy principle for kernelized spectral filter algorithms

Lemma 39 Suppose that (SC(r,R)) holds with 0 < r ≤ 1/2. For t ≥ 1, let f (t) = (Σ +
t−1)−1S∗ρf ∈ H. Then we have

(i) ‖f − Sρf (t)‖2ρ ≤ t−2rR2,

(ii) ‖f (t)‖2H ≤ t−2r+1R2.

Part (i) follows from Theorem 4 in Smale and Zhou (2005) applied with λ = t−1. Part (ii)
can be proved analogously; see e.g. Proposition 3 in Caponnetto (2006).

Lemma 40 Under the assumptions of Theorem 17, we have on ET ,

Eε‖SρgτDP (Σn)S∗nε‖2ρ ≤ C
(

min
0<t≤c n

logn

{
‖rt(Kn)f‖2n +

Nn(t)

n

}
+

1√
n

)
.

Proof of Lemma 40 By (8.6) with τSDP replaced by τDP , we have on the event ET ,

‖SρgτDP (Σn)S∗nε‖2ρ ≤ (2 +B)‖K1/2
n g1/2

τDP
(Kn)ε‖2n.

Applying (7.9), we get on the event ET and for every u > 0,

Pε

(
‖SρgτDP (Σn)S∗nε‖2ρ > C

(Nn(t∗n)

n
+

√
u√
n

+
u

n

))
≤ Pε

(
(2 +B)‖K1/2

n g1/2
τDP

(Kn)ε‖2n > C
(Nn(t∗n)

n
+

√
u√
n

+
u

n

))
≤ 3e−u

with C sufficiently large. Integrating this inequality and inserting (7.11), the claim follows.
�

Lemma 41 Under the assumptions of Theorem 17, we have

E‖f − Sρf̂ (τDP )‖2ρ ≤ C
(
E1ET min

0<t≤c n
logn

{
‖rt(Kn)f‖2n +

Nn(t)

n

}
+

1√
n

+
( log n

n

)2r)
.

Proof of Lemma 41 We have

E‖f − Sρf̂ (τDP )‖2ρ ≤ E1ET ‖f − Sρf̂
(τDP )‖2ρ + 2E1EcT ‖f − Sρf̂

(τDP )‖2ρ
≤ E1ET ‖f − Sρf̂

(τDP )‖2ρ + Cn−1,

where the second inequality follows by the same line of arguments as at the end of the
proof of Theorem 19 (cf. (8.8) and (8.9)), using that f is bounded this time which implies

‖g1/2
τDP (Kn)K

1/2
n f‖n ≤ ‖f‖∞.

Let us now introduce, for t1 > 0 to be chosen later,

f − Sρf̂ (τDP ) = f − Sρf (t1) + Sρf
(t1) − SρgτDP (Σn)S∗nf − SρgτDP (Σn)S∗nε,
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where f (t1) = (Σ + t−1
1 )−1S∗ρf . It results that

1

3
E1ET ‖f − Sρf̂

(τDP )‖2ρ

≤ ‖f − Sρf (t1)‖2ρ + E1ET ‖SρgτDP (Σn)S∗nε‖2ρ + E1ET ‖Sρf
(t1) − SρgτDP (Σn)S∗nf‖2ρ

=: I1 + I2 + I3.

Form Lemma 39(i), we get I1 ≤ R2t−2r
1 , and Lemma 40 provides

I2 = E1ETEε‖SρgτDP (Σn)S∗nε‖2ρ

≤ C
(
E1ET min

0<t≤c n
logn

{
‖rt(Kn)f‖2n +

Nn(t)

n

}
+

1√
n

)
.

The remainder of this proof consists in considering the term I3.
By the change of norm argument of Lemma 16 applied to functions belonging to H, on

the event ET , we have

‖Sρf (t1) − SρgτDP (Σn)S∗nf‖2ρ
≤ ‖f (t1) − gτDP (Kn)Knf‖2n + T−1‖f (t1) − gτDP (Σn)S∗nf‖2H. (8.13)

Empirical norm in (8.13): Integrating yields

E1ET ‖f
(t1) − gτDP (Kn)Knf‖2n ≤ 2E‖f − f (t1)‖2n + 2E1ET ‖rτDP (Kn)f‖2n

= 2‖f − Sρf (t1)‖2ρ + 2E1ET ‖rτDP (Kn)f‖2n.

The first term in the r.h.s. is addressed by Lemma 39(i), leading to the upper bound
2R2t−2r

1 . For the second one, integrating (7.10) with T = cn/ log n and inserting (7.11), we
get

E1ET ‖rτDP (Kn)f‖2n ≤ C
(
E1ET min

0<t≤c n
logn

{
‖rt(Kn)f‖2n +

Nn(t)

n

}
+

1√
n

)
.

Hilbert norm in (8.13): We have

‖f (t1) − gτDP (Σn)S∗nf‖2H = ‖f (t1) − gτDP (Σn)Σnf
(t1) + gτDP (Σn)S∗n(f (t1) − f)‖2H

≤ 2‖rτDP (Σn)f (t1)‖2H + 2‖gτDP (Σn)S∗n(f (t1) − f)‖2H
≤ 2R2t1−2r

1 + 2BT‖f (t1) − f‖2n, (8.14)

where we applied (BdF) and Lemma 39(ii) to the first term and (BdF), (LFU) and the
inequality τDP ≤ T to the second term.

Collecting these bounds and using T = cn/(log n) and Lemma 39(i), we get

I3 ≤ C
(
E1ET min

0<t≤c n
logn

{
‖rt(Kn)f‖2n +

Nn(t)

n

}
+

1√
n

+ t−2r
1 +

log n

n
t1−2r
1

)
.

The claim now follows from these bounds for I1 − I3 by setting t1 = cn/(log n). �
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Lemma 42 For t > 0 let gt(λ) = (λ+t−1)−1, and let T = cn/(log n). Suppose that (BdK)
holds. Then we have

∀0 < t ≤ T, E1ET ‖rt(Kn)f‖2n ≤ C
(
t−2r +

N (t)

n

)
.

Moreover, we have

∀0 < t ≤ T, E1ETNn(t) ≤ C2(N (t) + 1).

Proof of Lemma 42 The second claim directly follows from Lemma 31 in combination
with Remark 32.

For the first claim, set f (t) = (Σ + t−1)−1S∗ρf . By Lemma 39, we have

E1ET ‖f − Sn(Σn + t−1)−1S∗nf‖2n
≤ 2‖f − Sρf (t)‖2ρ + 2E1ET ‖Snf

(t) − Sn(Σn + t−1)−1S∗nf‖2n
≤ 2R2t−2r + 2E1ET ‖Snf

(t) − Sn(Σn + t−1)−1S∗nf‖2n.

It remains to analyze the last term. Using Lemma 16 (change of norm), we have on ET ,

‖Snf (t) − Sn(Σn + t−1)−1S∗nf‖2n

≤ 2‖Sρf (t) − Sρ(Σn + t−1)−1S∗nf‖2ρ + C
log n

n
‖f (t) − (Σn + t−1)−1S∗nf‖2H.

By (8.14) (where τDP is replaced by t), the H-norm is bounded by C(t1−2r + t‖f − f (t)‖2n)
and thus on ET ,

‖Snf (t) − Sn(Σn + t−1)−1S∗nf‖2n
≤ 2‖Sρf (t) − Sρ(Σn + t−1)−1S∗nf‖2ρ + C(t−2r + ‖f − f (t)‖2n),

where we also used that t ≤ T = cn/(log n). Since E‖f − f (t)‖2n = ‖f − Sρf (t)‖2ρ ≤ R2t−2r,
as can be seen from Lemma 39(i), it remains to bound the term

2‖Sρf (t) − Sρ(Σn + t−1)−1S∗nf‖2ρ
≤ 2‖(Σ + t−1)1/2((Σ + t−1)−1S∗ρf − (Σn + t−1)−1S∗nf)‖2H,

where we used ‖Sρh‖2ρ = ‖Σ1/2h‖2H ≤ ‖(Σ + t−1)1/2h‖2H, h ∈ H, in the inequality. Inserting

(Σ + t−1)−1S∗ρf − (Σn + t−1)−1S∗nf

= (Σn + t−1)−1(S∗ρf − S∗nf)− (Σn + t−1)−1(Σn − Σ)(Σ + t−1)−1S∗ρf

and

(Σn + t−1)−1 = (Σ + t−1)−1/2(I +At)
−1(Σ + t−1)−1/2

with At from (8.1), we get

‖(Σ + t−1)1/2((Σ + t−1)−1S∗ρf − (Σn + t−1)−1S∗nf)‖2H
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≤ 2‖(I +At)
−1(Σ + t−1)−1/2(S∗ρf − S∗nf)‖2H

+ 2‖(I +At)
−1(Σ + t−1)−1/2(Σn − Σ)f (t)‖2H.

In the proof of Lemma 31, we have shown that on the event ET we have ‖(I+At)
−1‖op ≤ 2.

Hence, on ET ,

‖(Σ + t−1)1/2((Σ + t−1)−1S∗ρf − (Σn + t−1)−1S∗nf)‖2H
≤ 4‖(Σ + t−1)−1/2(S∗ρf − S∗nf)‖2H + 4‖(Σ + t−1)−1/2(Σn − Σ)f (t)‖2H.

We conclude that

E1ET ‖rt(Kn)f‖2n ≤ 8E‖(Σ + t−1)−1/2(S∗ρf − S∗nf)‖2H
+ 8E‖(Σ + t−1)−1/2(Σn − Σ)f (t)‖2H + Ct−2r.

By construction S∗nf−S∗ρf is a sum of independent, zero-mean random variables. To see the
second claim, use that for every h ∈ H, we have Ef(X)〈kX , h〉H = 〈f, Sρh〉ρ = 〈S∗ρf, h〉H,
and thus Ef(X)kX = S∗ρf . Now, using the fact that f is bounded, we have

E‖(Σ + t−1)−1/2(S∗ρf − S∗nf)‖2H ≤
1

n
E‖(Σ + t−1)−1/2kXf(X)‖2H

≤ 1

n
‖f‖2∞E‖(Σ + t−1)−1/2kX‖2H = ‖f‖2∞

N (t)

n
.

Similarly, we have

E‖(Σ + t−1)−1/2(Σn − Σ)f (t)‖2H

≤ 1

n
E‖(Σ + t−1)−1/2kX〈kX , f (t)〉H‖2H

≤ 2

n
E‖(Σ + t−1)−1/2kX‖2H((f(X))2 + (f (t)(X)− f(X))2).

Using that that f is bounded, the fact that ‖(Σ + t−1)−1/2kX‖2H ≤M2t and Lemma 39(i),
we get

E‖(Σ + t−1)−1/2(Σn − Σ)f (t)‖2H

≤ 2‖f‖∞
n

E‖(Σ + t−1)−1/2kX‖2H +M2t‖f − Sρf (t)‖2ρ

≤ 2‖f‖∞
N (t)

n
+R2M2 t

−2r+1

n
≤ C

(N (t)

n
+ t−2r

)
,

where the last inequality follows from t ≤ c1n/(log n). This completes the proof. �

Proof of Theorem 17 (End) The claim follows from inserting Lemma 42 into Lemma 41.
�
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8.4.2 Sketch of proof of Theorem 18

The proof of Theorem 18 follows from the arguments of the proof of Theorem 17. The
improvement is based on the fact that if additionally ‖Σµ/2−1/2kX‖H ≤ CµM holds for some
µ ∈ [0, 1), then one can improve the concentration and deviation bounds in Lemma 30 and
Lemma 31 accordingly. First, Lemma 30 can be improved to P(EcT ) ≤ C1T

µ exp(−c1n/T
µ),

since now ‖(Σ + t−1)−1/2kX‖2H can be bounded by C2
µM

2tµ. Similarly Lemma 31 can be

improved to E1ETNn(t) ≤ CN (t) + 2ne−n/t
µ
. In particular, setting T = c(n/(log n))1/µ

with c sufficiently small, we get P(EcT ) ≤ n−4 and E1ETNn(t) ≤ C2(N (t) + 1). We can now
follow the same line of arguments from above to obtain Theorem 18. Only at the end of
proof of Lemma 42, we have to apply ‖(Σ + t−1)−1/2kX‖2H ≤ C2

µM
2tµ once more.
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Appendix A. Some useful operator bounds

Let A,B be two positive, compact operators A and B on H. Then we have

‖As −Bs‖op ≤ ‖A−B‖sop, 0 ≤ s ≤ 1, (A.1)

and

‖As −Bs‖op ≤ Cs(‖A‖op + ‖A−B‖op)s−1‖A−B‖op, s > 1. (A.2)

Moreover, we have

‖AsBs‖op ≤ ‖AB‖sop, 0 ≤ s ≤ 1. (A.3)

For a proof of the first and the third claim see Theorem X.1.1 and Theorem IX.2.1 in Bhatia
(1997), for a proof of the second claim see e.g. Blanchard and Mücke (2018).

Appendix B. Effective dimension and eigenvalue bounds

The effective dimension N (t) of a positive self-adjoint trace-class operator Σ is a continuous
and non-decreasing function in t ≥ 0. Moreover, under (BdK), we have tr(Σ) = E‖kX‖2H ≤
M2, leading to N (t) ≤M2t for all t ≥ 0. Under additional assumption on the decay of the
eigenvalues, this bound can be further improved.

Lemma 43 (i) Suppose that for some α > 1 and L > 0, we have λj ≤ Lj−α for all j ≥ 1.
Then there is a constant C > 0 depending only on α and L such that N (t) ≤ Ct1/α for all
t ≥ L−1.

(ii) Suppose that for some α ∈ (0, 1] and L > 0, we have λj ≤ e−Lj
α

for all j ≥ 1. Then
there is a constant C > 0 depending only on α and L such that N (t) ≤ C(log t)1/α for all
t ≥ eL.

Proof of Lemma 43 Part (i) is proved in Proposition 3 in Caponnetto and De Vito
(2007), see also Lemma 5.1 in Blanchard and Mücke (2018). In order to get part (ii), we
use that λ/(λ+ 1/t) is increasing in λ, such that

N (t) ≤
∑
j≥1

Le−Lj
α

Le−Ljα + 1/t
.

Defining k ≥ 1 by e−L(k+1)α < 1/t ≤ e−Lkα (using that te−L ≥ 1), we have

N (t) ≤
∑
j≤k

Le−Lj
α

Le−Ljα + 1/t
+
∑
j>k

Le−Lj
α

Le−Ljα + 1/t

≤ k + t
∑
j>k

e−Lj
α ≤ k + Ct(k + 1)1−αe−L(k+1)α ≤ k + C(k + 1)1−α, (B.1)

where we applied Equation (5.1) in Milbradt and Wahl (2020) in the third inequality. Now
1/t ≤ e−Lkα implies k ≤ (L−1 log t)1/α and inserting this into (B.1) gives the claim. �

Lemma 44 If ‖(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖∞ ≤ 1/2 holds, then

∀j ≥ 1, λj/2− 1/(2T ) ≤ λ̂j ≤ 3λj/2 + 1/(2T ).
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Proof of Lemma 44 We have

‖(Σ + T−1)−1/2(Σn − Σ)(Σ + T−1)−1/2‖∞ ≤ 1/2

if and only if

−(1/2)(〈h,Σh〉H + T−1) ≤ 〈h, (Σn − Σ)h〉H ≤ (1/2)(〈h,Σh〉H + T−1)

for every h ∈ H such that ‖h‖H = 1. Rearranging the terms this is equivalent to

(1/2)〈h,Σh〉H − 1/(2T ) ≤ 〈h,Σnh〉H ≤ (3/2)〈h,Σh〉H + 1/(2T )

for every h ∈ H such that ‖h‖H = 1. The claim now follows from the minimax characteri-
zation of eigenvalues. �

Appendix C. Concentration inequalities

The following lemma is taken from (Dicker et al., 2017). It is an extension of (Tropp, 2015)
from self-adjoint matrices to self-adjoint Hilbert-Schmidt operators.

Lemma 45 (From Lemma 5 in Dicker et al. (2017)) Let ξ1, . . . , ξn be a sequence of
independently and identically distributed self-adjoint Hilbert-Schmidt operators on a sepa-
rable Hilbert space. Suppose that Eξ1 = 0 and ‖ξ1‖op ≤ R almost surely for some constant
R > 0. Moreover, suppose that there are constants V,D > 0 satisfying ‖Eξ2

1‖op ≤ V and
tr(Eξ2

1) ≤ V D. Then, for all u ≥ V 1/2n−1/2 + (3n)−1R,

P
(∥∥∥ 1

n

n∑
i=1

ξi

∥∥∥
op
≥ u

)
≤ 4D exp

(
− nu2

2V + (2/3)uR

)
.
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