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Abstract

In this paper, we provide new insights on the Unadjusted Langevin Algorithm. We show
that this method can be formulated as the first order optimization algorithm for an ob-
jective functional defined on the Wasserstein space of order 2. Using this interpretation
and techniques borrowed from convex optimization, we give a non-asymptotic analysis of
this method to sample from log-concave smooth target distribution on R%. Based on this
interpretation, we propose two new methods for sampling from a non-smooth target distri-
bution. These new algorithms are natural extensions of the Stochastic Gradient Langevin
Dynamics (SGLD) algorithm, which is a popular extension of the Unadjusted Langevin Al-
gorithm for largescale Bayesian inference. Using the optimization perspective, we provide
non-asymptotic convergence analysis for the newly proposed methods.

Keywords: Unadjasted Langevin Algorithm, convex optimization, Bayesian inference,
gradient flow, Wasserstein metric

1. Introduction

This paper deals with the problem of sampling from a probability measure 7 on (]Rd, B (]Rd))
which admits a density, also denoted by 7, with respect to the Lebesgue measure given for

all z € R4 by
r(z) = U@ / / Uy
R4

where U : R — R. This problem arises in various fields such that Bayesian statistical
inference (Gelman et al., 2014), machine learning (Andrieu et al., 2003), ill-posed inverse
problems (Stuart, 2010), and computational physics (Krauth, 2006). Common and current
methods to tackle this problem are Markov Chain Monte Carlo methods (Brooks et al.,
2011), for example the Hastings-Metropolis algorithm (Metropolis et al., 1953; Hastings,
1970) or Gibbs sampling (Geman and Geman, 1984). All these methods boil down to
building a Markov kernel on (RY, B(R%)) whose invariant probability distribution is 7. Yet,
choosing an appropriate proposal distribution for the Hastings-Metropolis algorithm is a
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tricky subject. For this reason, it has been proposed to consider continuous dynamics
which naturally leave the target distribution 7 invariant. Perhaps, one of the most famous
examples is the over-damped Langevin diffusion (Rossky et al., 1978; Parisi, 1981) associated
with U, which is assumed to be continuously differentiable:

dY, = —VU(Y,)dt + v2dB, , (1)

where (Bi)i>0 is a d-dimensional Brownian motion. With appropriate conditions on U,
this SDE admits a unique strong solution (Y¢);>0 and defines a strong Markov semi-group
(Pt)t>0 which converges to 7 in total variation (Roberts and Tweedie, 1996, Theorem 2.1)
or Wasserstein distance (Bolley et al., 2012). However, simulating exact solutions of such
stochastic differential equations is not possible in most cases, and discretizations of these
equations are used instead. In addition, numerical solutions associated with these schemes
define Markov kernels for which 7 is not invariant anymore. Therefore quantifying the error
introduced by these approximations is crucial to justify their use to sample from the target
m. We consider in this paper the Euler-Maruyama discretization of (1) which defines the
(possibly inhomogeneous) Markov chain (X} )>o given for all & > 0 by

X1 = Xe = 1 VU (Xk) + V2% 11Gry1 (2)

where (y5)r>1 is a sequence of stepsizes which can be held constant or converges to 0,
and (Gk)g>1 is a sequence of ii.d. standard d-dimensional Gaussian random variables.
The use of the Euler-Maruyama discretization (2) to approximatively sample from 7 is
referred to as the Unadjusted Langevin Algorithm (ULA) (or the Langevin Monte Carlo
algorithm (LMC)), and has already been the matter of many works. For example, weak error
estimates have been obtained in Talay and Tubaro (1990); Mattingly et al. (2002) for the
constant stepsize setting and in Lamberton and Pages (2003); Lemaire (2005) when (yx)g>1
is non-increasing and goes to 0. Explicit and non-asymptotic bounds on the total variation
(Dalalyan, 2016; Durmus and Moulines, 2017) or the Wasserstein distance (Durmus and
Moulines, 2016) between the distribution of X} and 7 have been obtained. Roughly, all these
results are based on the comparison between the discretization and the diffusion process
and the quantification of error accumulation throughout the algorithm. In this paper, we
propose another point of view on ULA, which shares nevertheless some relations with the
Langevin diffusion (1). Indeed, it has been shown in Jordan et al. (1998) that the family of
distributions (poP:)t>0, is the solution of a gradient flow equation in the Wasserstein space
of order 2 associated with the Kullback-Leibler (KL) divergence, .#, where (P;);>0 is the
semi-group associated with (1) and g is a probability measure on B(R?) admitting a second
moment (see Section 2). If 7 is invariant for (P;);>0, then it is a stationary solution of this
equation, and is the unique minimizer of % if U is convex. Starting from this observation, we
interpret ULA as the first order optimization algorithm on the Wasserstein space of order 2
with objective functional .%#. Namely, we adapt some proofs of convergence for the gradient
descent algorithm from the convex optimization literature to obtain non-asymptotic and
explicit bounds between the Kullback-Leibler (KL) divergence from 7 to distributions of
averaged distributions associated with ULA for the constant and non-increasing stepsize
setting. Then, these bounds easily imply computable bounds in total variation norm and
Wasserstein distance. Note that these two metrics are different in nature since convergence
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in one of them does not imply convergence in the other. Convergence in one of these metrics
implies a control on the bias of MCMC based estimators of the form f, = n™? S f(YR),
where (Yy)ken is Markov chain ergodic with respect to the target density =, for f belonging
to a certain class of functions. In the case of the total variation distance, this class is the
set of measurable and bounded functions, in the case of the Wasserstein distance, it is the
set of Lipschitz functions. If the potential U is strongly convex and gradient Lipschitz,
we get back the results of Durmus and Moulines (2017, 2016); Cheng and Bartlett (2017),
when the stepsize is held constant in (2). In the case where U is only convex and from a
warm start, we get a bound on the complexity for ULA of order dO(¢72) and dO(¢™*) to
get one sample distributed close from 7 with accuracy € > 0, in KL divergence and total
variation distance respectively. Overview of bounds on computational complexity of ULA
is presented in Table 1.

Strongly convex U Convex U
Best Ours Warm start Minimizer of U
Best Ours Best Ours
TV dO(e72) dO(e7?) dO(e7%) dO(e™%) P02 dB0(e™?)
Wasserstein -~ dO(e72)  dO(e7?) - - - -
KL dO(e71) dO(e™) dO(e73) dO(e7?) - d30(e7?)

Table 1: Overview of bounds on computational complexity of ULA, with constant stepsize.
We present complexity to get one sample distributed close from 7 with accuracy
e > 0 in Wasserstein distance (Wasserstein), total variation distance (TV), and
Kullback Leibler divergence (KL). We compare the best results (Best) from lit-
erature with ours (Ours) in the strongly convex and convex cases. In the convex
case we consider two possible initial measures: a warm start, i.e. W (uo, m) < C,
for some absolute constant C' > 0 (Warm start) and starting from Dirac delta at
a minimizer of U, x*.

In addition, we propose two new algorithms to sample from a class of non-smooth
log-concave distributions for which we derive computable non-asymptotic bounds as well.
The first one can be applied to Lipschitz convex potential for which unbiased estimates of
subgradients are available. Remarkably, the bounds we obtain for this algorithm depend
on the dimension only through the initial condition and the variance of the stochastic sub-
gradient estimates. Precisely, we get a bound on the complexity to get a sample with
distribution close from 7 with accuracy € > 0, of order (M? + D?)O(e72) in the case of the
KL divergence and (M?+ D?)O(e7%) in the case of the total variation distance, where M is
Lipschitz constant of the potential U and D? is a bound on the variance of the considered
stochastic subgradient.

The second method we propose is a generalization of the Stochastic Gradient Langevin
Dynamics algorithm (Welling and Teh, 2011), which extends ULA by replacing the gradient
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with a sequence of i.i.d. unbiased estimators. In this new scheme, we assume that U can
be decomposed as the sum of two functions U; and Us, where U; is at least continuously
differentiable and Us is only convex, and use stochastic gradient estimates for U; and the
proximal operator associated with Us. This new method is close to the one proposed in
Durmus et al. (2018) but contrary on this work we do not need to approximate Us by its
Moreau envelope. To get computable bounds from the target distribution 7, we interpret
this algorithm as a first order optimization algorithm and provide explicit bounds between
the KL divergence from 7 to distributions associated with SGLD. In the case where U is
strongly convex and gradient Lipschitz (i.e. Uz = 0), we get back the same complexity as
Dalalyan and Karagulyan (2017) which is of order dO(e~2) for the Wasserstein distance.
We obtain the same complexity for the total variation distance and a complexity of order
dO(e71) for the KL divergence . In the case where U is only convex, not necessarily
smooth (i.e. Uy could be non-smooth), and from a warm start, we get a complexity of order
dO(¢7?) and dO(s~*) to get one sample distributed close from 7 with accuracy ¢ > 0 in
KL divergence and total variation distance respectively. Overview of bounds for SGLD is
presented in Table 2.

Extensive studies have also analyzed SGLD in a general setting, ¢.e. the potential U is
not necessarily convex. In Vollmer et al. (2016) and Nagapetyan et al. (2017), a study of
this scheme is done by weak error estimates. Finally, Raginsky et al. (2017) and Xu et al.
(2017) gives some results regarding the potential use of SGLD as an optimization algorithm
to minimize the potential U by targeting a target density proportional to z — e #U(@) for
some 3 > 0.

Strongly convex U Convex U
Best Our Warm start Minimizer of U
Best Ours Best Ours
TV - dO(e7?) —  dO(e™%) (Ol
Wasserstein = dO(e72) d(’?(5*2) _ - _ E
KL -~ dO(e™1) - dO(e7?) - d0(7?)

Table 2: Overview of bounds on computational complexity of SGLD, with constant stepsize.
We present complexity to get one sample distributed close from 7 with accuracy
e > 0 in Wasserstein distance (Wasserstein), total variation distance (TV), and
Kullback Leibler divergence (KL). We compare the best results (Best) from lit-
erature with ours (Ours) in the strongly convex and convex cases. In the convex
case we consider two possible initial measures: warm start, i.e. W22(,u0,7r) < C,
for some absolute constant C' > 0 (Warm start) and starting from Dirac delta at
a minimizer of U, x*.
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In summary, our contributions are the following:

e We give a new interpretation of ULA and use it to get bounds on the KL diver-
gence from 7 to the iterates of ULA. We recover the dependence on the dimension
of Cheng and Bartlett (2017, Theorem 3) in the strongly convex case and get tighter
bounds. Note that this result implies previously known bounds between 7 and ULA in
Wasserstein distance and the total variation distance but with a completely different
technique. We also give computable bounds when U is only convex which improves the
results of Durmus and Moulines (2017); Dalalyan (2016); Cheng and Bartlett (2017).

e We give two new methodologies to sample from a non-smooth potential U and make

a non-asymptotic analysis of them. These two new algorithms are generalizations of
SGLD.

The paper is organized as follows. In Section 2, we give some intuition on the strategy
we take to analyze ULA and its variants. These ideas come from gradient flow theory in
Wasserstein space. In Section 3, we give the main results we obtain on ULA and their proof.
In Section 4, two variants of ULA are presented and analyzed. Finally, numerical exper-
iments on logistic regression models are presented in Section 5 to support our theoretical
findings regarding our new methodologies.

1.1. Notations and Conventions

Denote by B(R?) the Borel o-field of R?, Leb the Lebesgue measure on B(R?), F(R?) the set
of all Borel measurable functions on R? and for f € F(R?), || f|loc = Supyepra |f(x)]. For pu a
probability measure on (R%, B(R?)) and f € F(R?) a p-integrable function, denote by u(f)
the integral of f w.r.t. p. Let p and v be two sigma-finite measures on (R%, B(R9)). Denote
by pu < v if u is absolutely continuous w.r.t. v and du/dr the associated density. Let u, v
be two probability measures on (R%, B(R?)). Define the Kullback-Leibler (KL) divergence
of p from v by

KL (uly) = {fRd g—’;(w) log (d—’lj(z)) dv(z), fp<v
400 otherwise .

We say that ¢ is a transference plan of p and v if it is a probability measure on (RY x
R9, B(R? x R%)) such that for all measurable set A of R?, ((AxRY) = p(A) and ((R% x A) =
v(A). We denote by II(u,v) the set of transference plans of p and v. Furthermore, we
say that a couple of R%random variables (X,Y) is a coupling of x and v if there exists
¢ € II(u,v) such that (X,Y) are distributed according to . For two probability measures
w and v, we define the Wasserstein distance of order 2 as

W= (ot [ e wtacen) ®)

¢el(p,v)

By (Villani, 2009, Theorem 4.1), for all u, v probability measures on R?, there exists a
transference plan ¢* € II(u,v) such that for any coupling (X,Y") distributed according
to ¢*, Wa(u,v) = E[||X — Y||*]'/2. This kind of transference plan (respectively coupling)
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will be called an optimal transference plan (respectively optimal coupling) associated with
Wy. We denote by Po(R?) the set of probability measures with finite second moment:
for all u € Po(RY), [pallzl|®du(z) < +oo. By (Villani, 2009, Theorem 6.16), Py(R?)
equipped with the Wasserstein distance W5 of order 2 is a complete separable metric space.
Denote by P*(R%) = {u € P2(RY) : u < Leb}. For two probability measures p and v
on R? the total variation distance distance between u and v is defined by || — v|rv =
supacp(ra) [(A) — v(A)].

Let n € NU {oco} and U € R? be an open set of R?. Denote by C"(U) the set of
n-th continuously differentiable function from U to R. Denote by C(U) the set of n-th
continuously differentiable function from U to R with compact support. Let I C R be an
interval and f : I — R. f is absolutely continuous on [ if for all € > 0, there exists § > 0
such that for all n € N* and t1,...,to, € I, t1 < -+ < gy,

if > {tox —tar-1} <& then Y | f(ta) — f(tae—1)| <€ .

k=1 k=1

In the sequel, we take the convention that ZZ =0 and Hz =1forn,pe N, n<p.

2. Interpretation of ULA as an Optimization Algorithm
Throughout this paper, we assume that U satisfies the following condition for m > 0.

Al (m) U: R% — R is m-convex, i.e. for all T,y € RY,
Utz + (1 —t)y) < tU(z) + (1 = )U(y) — (1 — t)(m/2) |z — y||*

Note that A1(m) includes the case where U is only convex when m = 0. We consider
in this Section the following additional condition on U which will be relaxed in Section 4.

A2 U is continuously differentiable and L-gradient Lipschitz, i.e. there exists L > 0 such that
for all 7,y € RY, |VU(x) — VU (y)|| < Lz — y||

Under A1 and A2, the Langevin diffusion (1) has a unique strong solution (Y7¥):>0
starting at € R%. The Markovian semi-group (P)t>0, given for all t > 0, = € R? and A €
B(R?) by Pi(x,A) = P(Y¥ € A), is reversible with respect to 7 and 7 is its unique invariant
probability measure, see (Ambrosio et al., 2009, Theorem 1.2 and Theorem 1.6). Using
this probabilistic framework, (Roberts and Tweedie, 1996, Theorem 1.2) shows that (P;):>0
is irreducible with respect to the Lebesgue measure, strong Feller and lim;_, || Pi(z, ) —
7|lry = 0 for all x € R% But to study the properties of the semi-group (P;);>0, an other
complementary and significant approach can be used. This dual point of view is based on
the adjoint of the infinitesimal generator associated with (P;);>0. The strong generator of
(1) (A,D(A)) is defined for all f € D(A) and = € R? by

Af(e) =l ¢ (P (@) = f(2))

where D(A) is the subset of Co(R?) such that for all f € D(A), there exists g € Co(R%)
such that limy_q Ht_l(Ptf —f) - gHOO = 0. In particular for f € C?(R%), we get by Ito’s
formula

Af = (VF,VU) + Af .
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In addition, by (Ethier and Kurtz, 1986, Proposition 1.5), for all f € C2(R?), P,f(x) € D(A)
and for x € R, ¢+ P,f(x) is continuously differentiable,

dP f(x

) _ AP f(@) = PAS@) (1)

For all pp € P3(R?) and ¢t > 0, by Girsanov’s Theorem (Karatzas and Shreve, 1991,
Theorem 5.1, Corollary 5.16, Chapter 3), poP;(-) admits a density with respect to the
Lebesgue measure denoted by p;. This density is solution by (4) of the Fokker-Planck
equation (in the weak sense):
Ip

o = W(Vp+pVU(2)) |

meaning that for all ¢ € C°(R?) and t > 0,

5 [ owntan = [ Aot pian). )

In the landmark paper Jordan et al. (1998), the authors shows that if U is infinitely continu-
ously differentiable, (p;)¢=0 is the limit of the minimization scheme which defines a sequence
of probability measures (py,)ren as follows. For v > 0 set pg, = dpo/d Leb and

N dg N . N
ity = Y = argmin Wik, 1)/2 +1F (1), k€N, (6)
d Leb ,LLE'PS(Rd)

where .7 : Po(RY) — (—o0, +00] is the free energy functional,
F=H+E, (7)

H,E : Py(RY) — (—o0,+00] are the Boltzmann H-functional and the potential energy
functional, given for all u € Py(RY) by

Jpa T34 () log (d?féb (m)) dx if p < Leb

400 otherwise ,

H () = { (8)

() = /R Ula)dur) (9)

More precisely, setting po, = duo/d Leb and py = p, for t € [k, (k4 1)), (Jordan et al.,
1998, Theorem 5.1) shows that for all ¢ > 0, p; , converges to p; weakly in L' (R?) as v goes
to 0. Note that the minimization scheme in (6) can be seen as a proximal type algorithm
(see Martinet (1970) and Rockafeller (1976)) on the Wasserstein space (Pa(RY), W) used
to minimize the functional .#. On R?, for continuous convex function f the proximal
update with step size v corresponds to one step of backward Euler discretization of the
gradient flow ordinary differential equation (ODE) dz(t)/dt = —V f(x(t)) with parameter
7. Therefore piecewise constant functions (p;.),>0 can be interpreted as backward Euler
discretizations of an informal ODE 0u;/0t = —V.# (p;) and their limit as v — 0, can be
interpreted as a solution to this equation. This idea has been formalized and extended
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to construct the framework of gradient flows in the Wasserstein space (Pa(R%), Ws), see
Ambrosio et al. (2008). We provide a short introduction to this topic in Section A and
present useful concepts and results for our proofs.

The following lemma shows that 7 is the unique minimizer of #. As a result, the
distribution of the Langevin diffusion is the steepest descent flow of .# and we get back
intuitively that this process converges to the target distribution .

Lemma 1 Assume A 1(0). The following holds:
a) m € P2(RY), &(1) < +oo and H(r) < +00.
b) For all u € Po(RY) satisfying & (i) < oo

F () — F(r) = KL (ulr) . (10)
Proof The proof is postponed to Section 7.1. |

Based on this interpretation, we could think about minimizing .# on the Wasserstein
space to get close to 7 using the minimization scheme (6). However, while this scheme is
shown in Jordan et al. (1998) to be well-defined, finding explicit recursions (g ~)ren is as
difficult as minimizing % and can not be used in practice. In addition, to the authors knowl-
edge, there is no efficient and practical schemes to optimize this functional. On the other
hand, discretization schemes have been used to approximate the Langevin diffusion (Y;);>0
(1) and its long-time behavior. One of the most popular method is the Euler-Maruyama
discretization (Xg)ren given in (2). While most work study the theoretical properties of
this discretization to ensure to get samples close to the target distribution 7, by comparing
the distributions of (Xj)ken and (Yy)i>0 through couplings or weak error expansions, we
interpret this scheme as the first order optimization algorithm for the objective functional
Z.A similar approach has been recently applied in Wibisono (2018) and in Bernton (2018).
We postpone the comparison of our contributions and the results of this two papers in
Section 4.2 where it is the most relevant.

3. Main Results for the Unadjusted Langevin Algorithm

Let f : R* — R be a convex continuously differentiable objective function with Ty €
argminga f # (0. The inexact or stochastic gradient descent algorithm used to estimate
f(zy) defines the sequence (7y)ren starting from zy € RY by the following recursion for
keN:

Tr1 = Tk — Ve+1 V[ (@k) + Ve1E(2k) |
where (74 )ren+ is a non-increasing sequence of stepsizes and = : R — R? is a deterministic
or/and stochastic perturbation of Vf. To get explicit bound on the convergence (in ex-

pectation) of the sequence (f(xy))ren to f(xf), one possibility (see e.g. Beck and Teboulle
(2009)) is to show that the following inequality holds: for all k € N,

291 (f (i) — fzy) < o — af I = lwesr — 27)5 + Cyiegs (11)
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for some constant C' > 0. In a similar manner as for inexact gradient algorithms, in this
section we will establish that ULA satisfies an inequality of the form (11) with the objective
function .# defined by (7) on P2(R%), but instead of the Euclidean norm, the Wasserstein
distance of order 2 will be used.

Consider the family of Markov kernels (R, )ren+ associated with the Euler-Maruyama
discretization (X)ren, (2), for a sequence of stepsizes (7 )ren+, given for all v > 0,z € R?
and A € B(R?) by

Ro(o.A) = (@) [ exp (=l =2 =2 VU@ /(47)) dy (12)

Proposition 2 Assume A 1(m) for m >0 and A2. For all v € (0, L71] and p € P2(R?),
we have

2 {F(uR,) — F(m)} < (1 — m)WEu,m) — We(uRy,m) +2°Ld,  (13)
where Z is defined in (7).

The main difficulty in establishing Proposition 2 is to deal with the entropy function
€ defined by (8) in .#. To obtain the desired result, we decompose R, for all v > 0 in the
product of two elementary kernels S, and T, given for all z € R? and A € B(R?) by

S, (2, A) = 8y (A) , T (r, A) = (dmy) =42 /A exp (= lly = «l?/(47) ) dy . (14)

We take the convention that So = Ty = Id is the identity kernel given for all z € R¢ by
Id(z,{z}) = 1. S, is the deterministic part of the Euler-Maruyama discretization, which
corresponds to gradient descent step relative to U for the & functional, whereas T, is the
random part, that corresponds to going along the gradient flow of 7. Note then R, = ST,
and consider the following decomposition

F(uR,) — F(x) = E(uR,) — E(uS,) + ES,) — E(x) + A (uR,) — #(x) . (15)

The proof of Proposition 2 then consists in bounding each difference in the decomposition
above. This is the matter of the following Lemmas. While the proofs of the bounds for the
first two terms are quite elementary, the one for the final term uses results from gradient
flow theory which are summarized in Section A. It is worthwhile to observe that we do not
apply this theory to the Langevin semi-group but only to the heat semi-group.

Lemma 3 Assume A 2. For all p € Py(RY) and v > 0,
&(ply) — &(p) < Ldy .
Proof First note that by (Nesterov, 2004, Lemma 1.2.3), for all z, Z € RY, we have

U(z) = U(x) = (VU (2), % — z)| < (L/2) |2 — |* . (16)
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Therefore, for all u € Po(R?) and v > 0, we get
ST — ) = () [ [ (UG +9) = V@) D ayap(o)

2
< ()2 [ / VU (@).) + (L/2) o]} oI/ 0 dyau(a)
Rd JRd

which concludes the proof. |

Lemma 4 Assume A 1(m) for m >0 and A2. For all v € (0, L7 and p,v € Po(RY),

2y {E(uSy) — EW)} < (L= my)W3 (1, v) = W3 (uSy, v) —7*(1 = 7L) /Rd IVU (@)|* du(z)
where & and T, are defined in (9) and (14) respectively.
Proof Using (16) and A1(m), for all z,y € R?, we get

Uz —yVU(z)) = Uly )= Uz —=yVU(z)) = Ulz) + U(z) = Uly)
(1—7L/2) IVU@)|* + (VU (2), 2 — y) = (m/2) |ly — x|

Multiplying both sides by 2y we obtain:
27 {U(z —VU(2)) = U(y)} < (1 = my) [z — y* = |z — 7 VU (z) — y|?
P (L=AL) VU@ . (17)

Let now (X,Y) be an optimal coupling between p and v. Then by definition and (17), we
get

20{E(uSy) = EW)} < (1= my)WE () ~ E || X = VU(X) - Y|P
— (1= LE [IVU(X)|?] -

Using that W3 (uS,,v) < E[|X —yVU(X) — Y||] concludes the proof. [ |

Lemma 5 Let ju,v € P2(R?), 7 (v) < co. Then for all v > 0,

29 (A (uTy) — A (v)} < W3 (u,v) — W3 (uTy,v)
where T, is given in (14).

Proof Denote for all t > 0 by p; = pT}. Since (T})¢>0 is the Markov semi-group associated
with the Brownian motion, then (u¢)¢>0 is the solution (in the sense of distribution) of the
Fokker-Plank equation:

O _

A
at Mt)

10
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and 1y goes to u as t goes to 0 in (P2(RY), Ws). Let v € P2(R?) and v > 0. Then by
Theorem 31, for all € € (0,7), there exists (;) € L'((¢,7)) such that
gl
W34t0) = Wior) = [ duds (18)
ds/2 < H(v) — H(us) , for almost all s € (e,7) . (19)

In addition by (Villani, 2009, Particular case 24.3), s — J#(us) is non-increasing on R*
and therefore (19) becomes

0s/2 < I (v) — H () , for almost all s € (e,7) .
Plugging this bound in (18) yields that for all € € R* |
W3 (e, v) = Wi (pesv) < 20y — ) {4 (v) — A (1)} -
Taking ¢ — 0 concludes the proof. |

We now have all the tools to prove Proposition 2.
Proof [Proof of Proposition 2| Let u € P2(R?) and v € R%.. By Lemma 3, we get

&(nRy) — & (uSy) = (S, Ty) — £(uSy) < Ldy .
By Lemma 4 since 7 € Py(R?) (see Lemma 1-a)),

27 {&(uS;) — E(m)} < (1 —my)W3 (,v) — W3 (pSy,v) .
By Lemma 5 and Lemma 1-a),

WA (UR,) — H (7))} = 29 { A ((1S,)T,) — A (w))}
< W22(MSW77T) - WZQ(MR’WW) :

Plugging these bounds in (15) concludes the proof. |

Based on inequalities of the form (11) and using the convexity of f, for all n € N, non-
asymptotic bounds (in expectation) between f(Z,) and f(xf) can be derived, where (Z1,)ren
is the sequence of averages of (zx)ken given for all n € N by &, = n~ ! >"}'_; zj. Besides, if
[ is assumed to be strongly convex, a bound on E[||z,, — x¢||?] can be established. We will
adapt this methodology to get some bounds on the convergence of sequences of averaged
measures defined as follows. Let (7;)ren+ and (Ag)ken+ be two non-increasing sequences of
reals numbers referred to as the sequence of stepsizes and weights respectively. Define for
alln, N e Nyn > 1,

N-+n N+n
PNNin= Y V> Avnin= D M. (20)
k=N+1 k=N+1

11
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Let po € P2(R?) be an initial distribution. The sequence of probability measures (v ),en+
is defined for all n, N € N, n > 1, by

N+n

vy = AN}N+H Z N MOQEy ) ny =Ry - Ry, , for ke N, (21)
k=N-+1

where R, is defined by (12) and [V is a burn-in time. We take in the following, the convention
that Q?Y is the identity operator.

Contrary to most works on ULA, we state our next results in terms of average measures
vl defined by (21) for N € N and n € N* instead of the final iterates po®@y. Indeed, in the
case where m = 0, Proposition 2 does not imply very informative bounds for Q7. However
using that KL(+|7) is convex and applying Proposition 2 allow to use averaging trick from
optimization to obtain useful bounds on KL (/Y |r).
Theorem 6 Assume A1(m) for m >0 and A2. Let (yg)ren+ and (Ag)ken+ be two non-
increasing sequences of positive real numbers satisfying v1 < L™, and for all k € N*,

Metr1(1 — myes1) /et < M/ Let pg € Po(RY) and N € N. Then for all n € N*, it
holds:

KL (v |7) + An4a W3 (MOQQVM, ) [ (2YN+nAN,N4n)
N+n

< Avar (L= man ) W3 (0@, ) /N1 AN N4n) + (Ld/ANNan) > Wk
k=N +1

where vy and QJVV are defined in (21).

Proof Using the convexity of KL divergence (see (Cover and Thomas, 2006, Theorem
2.7.2) or (van Erven and Harremos, 2014, Theorem 11)) and Proposition 2, we obtain

N+n

KL (117) S Al D5 WKL (o)
k=N+1
1 [ =myNi1) AN N AN4n N
< (2A n) [( W2 ,T) — W2 ™o
< (2AN,N+n) -~ 5 (1@ ) o (0@ )
Vet (1 - m'Yk-‘rl))‘k-i—l >\k: 2 k e
Y = AR (no@b )+ D0 Lanen| -
k=N+1 Tht1 Tk k=N+1
We get the thesis using that A\gy1(1 — myer1)/Yer1 < Ax/7k for all k € N*. [ |

Corollary 7 Assume A1(0) and A2. Let € > 0 and pg € Po(R?). Let
ve < min {e/(2Ld), L7} ne > [W3(no, )z 'e™ .

Then it holds KL (v, |T) < & where vy, =nzt Y302 poRE_.

12
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Proof We apply Theorem 6 with v = . and A\ = 1 for all K > 1. We obtain
Ne
KL (v, |70) + W3 (10Q2¢,7) /(27ene) < W3 (0, ) /(292me) + (Ld/ne) > e
k=1

and the proof is concluded by a straightforward calculation using the definition of . and
Ne. |

Corollary 8 Assume A 1(m) for m > 0 and A 2. Let o € (0,1). Define (Vi)ken+ and
(Me)ken+ for all k € N* by v, = v1/k*, \p =71 /(k+1)% 71 € (O7 L_l). Then, there exists
C > 0 such that for all n € N* we have KL (l/g‘ﬂ) < Cmax(n® 1 n=%), if a # 1/2, and
for a=1/2, we have KL (v0|7) < C(In(n) + Dn=Y2, where 10 is defined by (21).

Proof The proof is postponed to Section 7.2. [ ]

In the case where a warm start is available for the Wasserstein distance, 4.e. W2 (ug, 7) <
C, for some absolute constant C' > 0, then Corollary 7 implies that the complexity of
ULA to obtain a sample close from 7 in KL with a precision ¢ > 0 is of order dO(s2).
In addition, by Pinsker inequality, we have for all probability measure u on (R, B(R%)),
| — mllrv < {2KL(u|r)}Y/2, which implies that the complexity of ULA for the total
variation distance is of order dO(e™%).

In addition if we have access to n > 0 and M, > 0, independent of the dimension,
such that for all z € RY, z ¢ B(2*, M,)), U(z) — U(z*) > nllz — 2*|, 2* € argminga U,
Proposition 32 in Appendix B shows that for all [ ||z — o*||? dr(z) < 2n2d(1 +d) + M.
Therefore, starting at 8.+, the overall complexity for the KL is in this case d*O(e2) and
d3O(e7%) for the total variation distance. This discussion justifies the bound we state in
Table 1.

In the case where m > 0, based on Proposition 2, we can directly get a bound on the
Wasserstein distance between the final iterate of ULA and 7.

Theorem 9 Assume A1(m) form >0 and A2. Let (yx)ren+ be a non-increasing sequence
of positive real numbers, v, € (0, L71], and po € Po(RY). Then for all n € N*, it holds

n

W3 (10Q%, ) < {H(l —m%)} W3 (po,7) +2Ld > ¢ [ (1 —mw),

k=1 k=1 i=k+1
where Q7 is defined in (21).

Proof Using Proposition 2 and since the KL divergence is non-negative, we get for all
ke{l,...,n},

W (10Q%7) < (1= my)W3 (@i~ 7) +2Ldr?

The proof then follows from a direct induction. |

13
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Corollary 10 Assume A1(m) form >0 and A2. Let € >0 and po € P2(R?). Define:
Y. < min {me/(4Ld), L~'} | ne > [In(2W3 (o, w) /)y tm 1] .

Then we have W3 (MOR;‘SE,W) < ¢, where R, is defined by (12).

Proof By Theorem 9, we have

Ne
W3 (10Qe, 7) < (1 —m2)"™ W3 (o, ) +2Ld Y A2(1 —mz)™ " .
k=1

On one hand, by definition of 7., we get 2Ld > 7=, v2(1 — mv.)" % < 2Ldv./m < ¢/2. On
the other hand, using that for all t € Ry, 1—t¢ < exp(—t) and the definition of n., we obtain
(1 — mye)"™ W3 (o, ) < exp(—myens)W3 (o, m) < €/2. Then the thesis of the corollary
follows directly from the above inequalities. |

Note that the bound in the right hand side of Theorem 9 is tighter than the previous
bound given in Dalalyan and Karagulyan (2017, Theorem 1) (for constant stepsize) and in
Durmus and Moulines (2016, Theorem 5) (for both constant and non-increasing stepsizes).
Indeed Dalalyan and Karagulyan (2017, Theorem 1) shows that, in the constant stepsize
setting v = 7, for all kK € N,

Wa(hoQ5, m) < (1= my)* Wa (o, ) + 1.65(L/m)(7d)"/? .

On the other hand, the inequality (¢ + s)'/2 < t'/2 + s'/2 for t,s > 0 and Theorem 9 imply
that for all k£ € N,

WQ(NOQ'I;’ 7T) S (1 - mFY)k/zWQ(MO? 71') + {2’7dL/m}1/2 . (22)

Thus, the dependency on the condition number L/m is improved. This bound is in agree-
ment for the case where 7 is the zero-mean d-dimensional Gaussian distribution with co-
variance matrix X. In that case, all the iterates (Xj)ren+ defined by (2) for vy > 0, starting
from z € R?, follows the Gaussian distribution with mean (Id —y%)¥z and covariance ma-
trix 2y Zf:_ol (1 — y%)?. Since the Wasserstein distance between d-dimensional Gaussian
distributions can be explicitly computed, see Givens and Shortt (1984), denoting by L and
m the largest and smallest eigenvalues of 3 respectively, we have by an explicit calculation

for v € (0,L71],
Wa(poQ¥%, m) < (1 —m)* Wy (uo, 7) + (d/m)"/? {(1 —yL/2)" 1 - 1} .
Since for t € [0,1/2], (1 —t)"/2 =1 —1 < 0, we get
Wa(po@E, ) < (1= m)* Wa(po, ) + 27" (d/m)"/? {(1 —yL)™M? - 1} .

Using that v < L~!, we get that the second term in the right hand side is bounded by
(dL~/m)'/?, which is precisely the order we get from (22).

14
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Finally, if (vx)gen+ is given for all k& € N*| by v, = v1/k®, for a € (0,1), then using
(Durmus and Moulines, 2016, Lemma 7) and the same calculation of (Durmus and Moulines,
2015, Section 6.1), we get that there exists C' > 0 such that for all n € N*, Wa(uoQ%, 7) <
Cn—2/2,

Based on Theorem 9, we can improve Corollary 7 in the case where U is strongly convex
using an appropriate burn-in time.

Corollary 11 Assume A 1(m) form >0 and A2. Let ¢ > 0, g € P2(R?) and
Ve < min {me/(4Ld), L7'} | Y. <min{e/2Ld, L7} |
Nz > [n(2W5 (o, 7)/2) (vem) 1 ne > [7:71.

Let (vi)ren defined by v = = for k € {1,...,N.} and v = Y- for k > N.. Then we have
KL (v)e|r) <& where v)le =n7t >0, uoRfyvaga.

€

Proof Using Corollary 10, we have W3 (/L()Q,JYVE,TF) < e. Now applying Theorem 6 we get:

Ne+ne

7T) < W22 (MN€77T)/(2’)757%) + (Ld/nafys) Z ('}76)2 < 5/(2'}757%) + Ldy: <¢
k=N:+1

KL ()

Ne

By (Durmus and Moulines, 2016, Proposition 1), we have [pq ||z — o*||*dn(z) < d/m,
where * = arg minga U. Therefore we have that in the constant stepsize setting, v = v €
(0, L1 for all k € N*, Corollary 10 implies that the sufficient number of iterations to have
W2 (8,+QY, m) < € is of order dO(¢72). Then Corollary 11 implies that the sufficient number
of iterations to get KL (VT]LV‘TI') < g, for € > 0, is of order dO(¢~!). By Pinsker inequality,
we obtain that a sufficient number of iterations to get ||y — 7|ty < ¢, for € > 0, is of order
dO(e72).

For a sufficiently small constant stepsize v, ULA produces a Markov Chain with a
stationary measure 7. In general this measure is different from the measure of interest .
Based on our previous results, we establish computable bounds on the distance between 7
and 7.

Theorem 12 Assume A 1(m) form > 0 and A2. Let v € (0,L7']. Then there exzists a
measure T, such that 7y R, = 7, where R, is defined by (12). In addition, we have

KL (7y|m) < Ld~, |y = 7llrv < /2Ldy
Furthermore, if m > 0 we also have W§ (my,7) < 2Ldy/m.

Proof Under A1l and A2, (Durmus and Moulines, 2017, Proposition 13) shows that R,
satisfies a geometric Foster-Lyapunov drift condition for v < L~!. In addition, it is easy to
see that R, is Leb-irreducible and weak Feller and therefore by (Meyn and Tweedie, 2009,
Theorem 6.0.1 together with Theorem 5.5.7 ), all compact sets are small. Then, by (Meyn
and Tweedie, 2009, Theorem 16.0.1), R, has a unique invariant distribution ..
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Second, taking p = 7, in Proposition 2 we obtain:
2yKL (7, Ry |7) < (1 — my)WE(my, ) — Wi (ny Ry, 7) + 29°Ld (23)

and because m, R, = m,, the above implies 2KL (7, |7) + mW3Z (7, 7) < 2Ldy. Since both
the KL divergence and Wasserstein distance are positive, the desired bounds in KL and I/V22
follow. The bound in total variation follows from the bound in KL-divergence and Pinsker
inequality. ]

4. Extensions of ULA

In this section, two extensions of ULA are presented and analyzed. These two algorithms
can be applied to non-continuously differentiable convex potential U : R? — R and there-
fore A2 is not assumed anymore. In addition, for the two new algorithms we present, only
i.i.d. unbiased estimates of (sub)gradients of U are necessary as in Stochastic Gradient
Langevin Dynamics (SGLD) (Welling and Teh, 2011). The main difference in these two
approaches is that one relies on the subgradient of U while the other is based on proxi-
mal operators which are tools commonly used in non-smooth optimization. However, the
theoretical results that we can show for these two algorithms, hold for different sets of
conditions.

4.1. Stochastic SubGradient Langevin Dynamics

Note that if U is convex and 1.s.c then for any point = € R?, its subdifferential U () defined
by
oU(x) = {v eRY: U(y) > U(x) + (v,y —z) forally € Rd} , (24)

is non empty, see (Rockafellar and Wets, 1998, Proposition 8.12, Theorem 8.13). For all x €
RY, any elements of OU (z) is referred to as a subgradient of U at x. Consider the following
condition on U which assumes that we have access to unbiased estimates of subgradients of
U at any point z € R%.

A3 (i) The potential U is M-Lipschitz, i.e. for all z,y € R?, |U(x) — U(y)| < M ||z — y||.

(ii) There exists a measurable space (Z, Z), a probability measure i on (Z, Z) and a measur-
able function © : R% x Z — R for all = € R¢,

/@(m,z)dn(z) € dU(x) .
z
Note that under A3-(i), for all x € R? and v € OU (),
Jvf| < M . (25)
Assumption A3 is satisfied for example in the case where U = Uy + Us, U; is L-gradient

Lipschitz and Lipschitz and U; is non-smooth but Lipschitz, if there exists a measurable
© : R x Z — R? such that [, O(z, 2)dn(z) = VUi (z) for any 2 € R%. Then by (Bauschke
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and Combettes, 2011, Corollary 16.38), unbiased and i.i.d. estimates of V f can be computed
setting © = dg + ©.

Let (Z)ren+ be a sequence of i.i.d. random variables distributed according to 1, (k) ken~
be a sequence of non-increasing stepsizes and X distributed according to py € Po(RY).
Stochastic SubGradient Langevin Dynamics (SSGLD) defines the sequence of random vari-
ables (Xy)ren starting at Xo for n > 0 by

Xn+1 = Xn - 'YnJrl@(Xn, Zn+1) + v 2’7n+2Gn+1 y (26)

where (Gk)ren+ is a sequence of i.i.d. d-dimensional standard Gaussian random variables,
independent of (Z)ken~, see Algorithm 1. Consequently this method defines a new sequence
of Markov kernels (R )ken+ given for all 7,7 > 0, z € R? and A € B(RY) by

Yk Ye+1

R, ) = (4m3) 0 [

exp (= lly =2+ 70w, 2)[* /(45) ) dn(z)dy . (27)
AxZ

Algorithm 1: SSGLD

Data: initial distribution ug € Po (]Rd), non-increasing sequence (v)ig>1, U, 0,7
satisfying A3
Result: (Xk)kEN
begin
Draw Xg ~ jig ;
for £ > 0 do
L Draw Gry1 ~N(0,1d) and Zp 1 ~ 7 ;
Set Xpt1 = Xp — Y410(Xy Zig1) + V2V42Grs1

Let (7k)ken+ and (Ag)ren+ be two non-increasing sequences of reals numbers and g €
P2(R%) be an initial distribution. The weighted averaged distribution associated with (26)
(7N pen is defined for all N,n € N, n > 1 by

N+n

51]1\[ = A&,lNJrn Z Ak NOQ'Ii ) Q"ff =Ry - R’Ykﬁk+l , for k e N™, (28)
k=N-+1

where N is a bu{n—in time and An n4p is defined in (20). We take in the following the
convention that Qg is the identity operator.
Under A3, define for all u € Po(R?),

vo(p) = /R .

where Xg, Z; are independent random variables with distribution p and 7 respectively and
v € OU(Xp) almost surely. In addition, consider S., the Markov kernel on (R%, B(R?))
defined for all z € R% and A € B(RY) by

2
dn(=)du(z) = E [[0(X0, 21) — o|*] . (29)

@(x,z)—/z(a(x,é)dn(é)

5, (x, A) = /Z Ia (2 — 7Oz, 2)) dn(z) (30)

17



A. DurMUS, S. MAJEWSKI, B. MIASOJEDOW

Theorem 13 Assume A 1(0) and A 3. Let (yk)ren+ and (Ag)gen= be two non-increasing
sequences of positive real numbers satisfying for all k € N*, Ags1/Vi+2 < Me/Vk+1. Let
po € Po(RY) and N € N. Then for all n € N*, it holds

KL (75 |7) < Anvs1W5 (0@ Son 15 m) /(298 +2AN N 4n)
N+n

+ @A) D e (M2 +ve(0@h) ) |
k=N+1
where 7Y and Q,JYV are defined in (28).
Proof The proof is postponed to Section 7.3.1.. |

Note that in the bound given by Theorem 13, we need to control the ergodic average
of the variance of the stochastic gradient estimates. When A 3 is satisfied, a possible
assumption is that x — v(§;) is uniformly bounded. This assumption will be satisfied for
example when the potential U is a sum of Lipschitz continuous functions.

Corollary 14 Assume A 1(0) and A 5. Assume that supycpave(8;) < D? < oco. Let
(Vi) wen+ and (A\p)gen= given for all k € N* by A\, = v =~ > 0. Let po € P2(RY). Then for
any N € N;n € N* we have

KL (73 |7) < W3 (n0@Y Sy, ) /(2n) + (v/2) (M? + D?) .
Furthermore, let € > 0 and

v <e/(M*+D?), ne 2 [W3 (oS, m)(vee) 71
Then for v = v. we have KL (1726 ‘77) <e.

Proof The first inequality is a direct consequence of Theorem 13. The bound for KL (1725 ‘71’)
follows directly from this inequality and definitions of +. and n.. |

In the case where a warm start is available for the Wasserstein distance, i.e. Wi (ug, 7) <
C, for some absolute constant C' > 0, then Corollary 14 implies that the complexity of
SSGLD to obtain a sample close from 7 in KL with a precision target € > 0 is of order
(M?+ D?)O(¢72). Therefore, this complexity bound depends on the dimension only trough
M and D? contrary to ULA. In addition, Pinsker inequality implies that the complexity of
SSGLD for the total variation distance is of order (M? + D?)O(e™4).

In addition if we have access to n > 0 and M,, > 0, independent of the dimension, such
that for all z € R, x ¢ B(z*, M,), U(z) — U(a*) > ||z — 2*||, where 2* € arg minga U,
Proposition 32 and A3-(i) imply that starting at 8.+, the overall complexity of SSGLD for
the KL is in this case (n72d? + M,%)(M2 + D?*)O(¢72) and (n~2d? + Mg)(M2 + D?)0(e™4)
for the total variation distance.

If (i)ken+ and (Ag)ken are given for all k € N* by v, = A\ = 71/k~ %, with « € (0, 1),
then by the same reasoning as in the proof of Corollary 8, we obtain that there exists C' > 0
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such that for all n € N*, we have KL (Dg‘w) < Cmax(n® 1, n=%), if a # 1/2, and for
a =1/2, we have KL (#|7) < C(In(n) + n=1/2,
We can have a better control on the variance terms using the following conditions on ©.

A4 There exists L > 0 such that for n-almost every z € Z, = — ©O(z, z) is 1/L-cocoercive,
ie. for all x € RY,
(O(x,2) = O(y, 2),x — y) > (1/L) |B(x, 2) — O(y, 2)[|* .

This assumption is for example satisfied if n-almost every z, = +— ©(z, z) is the gradient
of a continuously differentiable convex function with Lipschitz gradient, see Nesterov (2004,
Thereom 2.1.5) and Zhu and Marcotte (1995). Note that in general A4 is not implied by
A1(0) and A2. Indeed, A4 is a regularity condition on the stochastic (sub)gradient of U,
O, while A1 and A2 depend only on U. However, if U is continuously differentiable, Jensen
inequality and A4 imply that A2 is satisfied with L equals L.

Proposition 15 Assume A3 and A4. Then we have for all x € R and v,57 > 0, v < L™}
29(E7" = 9)v0(6e) < o=l = [ ly=a"I Byo.d) + 29%v0(5,0) + 230

where vg is defined by (29).

Proof Consider X1 = x — vO(x, Z;) + v/27G1, where Z; and G7 are two independent
random variables, Z; has distribution 7 and G is the standard Gaussian random variables.
Then using A4, we have

E || %1 - &[] =Elllz - 10(z, Z1) - *||] + 23d
= o = 2*” + E [ 0(2, 20| — 29(O(x. Z1),z — a*)| + 27d
<= | = 2L = E [|8(z, 1) - O™, Z1) ]
+24°E [H@(x*, Zl)\ﬂ +27d .
The proof is completed upon noting that ve(5,) < E[||0(z, Z1) — ©(2*, Z1)||?] and

vo(d) = B [0, 21) .

Combining Theorem 13 and Proposition 15, we get the following result.

Corollary 16 Assume A1(0)-A3 and A4. Let (x)ken+ and (Ag)ren+ defined for all k € N
by ve = M =7 € (0,L7Y). Let pg € Po(R?). Then for all N € N and n € N*, we have

KL (Dév‘w) < W2 <M0R,]y\f,y§7,ﬂ)/(2’yn)

b2 L =) e [ e o PR @) + vl +9d)
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Furthermore, let € > 0 and

)

Y- < min [a/{2M2 +4Ld}, \/e (4[~/U®(5m*))_1’ (2L)™

ne > 2 (W30S0 m)0.0) 1], [ 270 [ o= ot PRt )]}
R

Then for v = 7., then we have KL (1725 ‘71') <e.

Proof The proof is postponed to Section 7.3.2. |

Note that compared to Corollary 14, the dependence on the variance of the stochastic
subgradients in the bound on n., given in Corollary 16, is less significant since n. scales
as (ve(8;+))'/? and not as sup,cpd ve(;). However, the dependency on the dimension
deteriorates a little.

4.2. Stochastic Proximal Gradient Langevin Dynamics

In this section, we propose and analyze an other algorithm to handle non-smooth target dis-
tribution using stochastic gradient estimates and proximal operators. For m > 0, consider
the following assumptions on the gradient.

A5 (m) There exists Uy : R — R and Us : R — R such that U = Uy + Us and satisfying
the following assumptions:

(i) Uy satisfies A1l(m) and A2. In addition, there exists a measurable space (Z,2), a
probability measure 7j; on (Z, Z) and a measurable function ©1 : R? x Z — R? such that
for all z € R,

/ O1(z, 2)di1 (2) = VUi () .
z
(ii) U, satisfies A1(0) and is Ma-Lipschitz.

Under A5, consider the proximal operator associated with Us; with parameter v > 0
(see Rockafellar and Wets (1998, Chapter 1 Section G)), defined for all z € R? by

prox], (z) = argmin { U (y) + (27) " o — g2} -
yER
Note that taking the derivative in the right hand side of this equation, we get that for any
z € R* and v > 0,
prox};, (z) € x — y9Us(prox;, (2)) . (31)

Let (Zk) ken+ be a sequence of i.i.d. random variables distributed according to 71, (Vk)ken=
be a sequence of non-increasing stepsizes and Xy distributed according to py € Po(RY).
Stochastic Proximal Gradient Langevin Dynamics (SPGLD) defines the sequence of random
variables (Xn)neN starting at X for n > 0 by

Xn+1 = PI”Ongﬂ (Xn) - ’7n+2(:)1{prox’[y]2+l()zn)a Zn—‘rl} + v 2’Yn+2Gn+1 > (32)
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where (Gi)ken+ is a sequence of i.i.d. d-dimensional standard Gaussian random variables,
independent of (Zj)ren-. The recursion (32) is associated with the family of Markov kernels
(Roprss Jken+ given for all 7,5 > 0, z € R? and A € B(R?) by

R, 5(z,A)

— (4n7)~/? /A e <_ Hy — prox], (z) + 701 {prox],, (), z}H2 / (4@)) i (2)dy . (33)

Note that for all v,5 > 0, f?%:, can be decomposed as the product S’%S’%Ta where T5 is
defined by (14) and for all x € R? and A € B(R%)

53 (a,A) = /Z La(z = 701(z,2))din(z) ,  Si(a,A) = Sproxgy, (@) (A) - (34)

Algorithm 2: SPGLD
Data: initial distribution uo € P2 (R%), non-increasing sequence (vx)x>1,
U = Uy + Us, ©1, 7 satisfying A5
Result: (Xk)keN
begin

Draw X@ ~ 10}
for £k > 1 do
Draw GkJrl ~ N(O,Id) and Zk+1 ~ 7~]1 N
Set Xpy1 = prox;™ (Xp) — Ye4201(prox ™ (Xi), Zes1) + V242G

Let(vk)ren+ and (Ag)ren+ be two non-increasing sequences of reals numbers and pg €
P2 (RY) be an initial distribution. The weighted averaged distribution associated with (32)
(7N )nen is defined for all N,n € N, n > 1 by

N+n

ﬁrjzv = AX/,IN—i-n Z Ak MOQ@ ) Q"; = R’71772 T R’Yk,'VkJrl , for ke N*, (35)
k=N+1

where N is a burn-in time and Ay n+n is defined in (20). We take in the following the
convention that Qg is the identity operator.

Under A3, define for all u € Po(R?),

2
dn(z)dp(z)

C:)l(:c,z)—/z(:)l(x,é)dﬁl(é)

=E |:Hél(X0721) - VUl(Xo)H2] . (36)

where X'O, Zl are independent random variables with distribution g and 7); respectively.

Theorem 17 Assume A5(m), form > 0. Let (i )ken+ and (Ak)gen+ be two non-increasing
sequences of positive real numbers satisfying v1 € (O, L‘l} , and for all k € N*, Ngy1/Ypt2 <
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Ae/Yes1- Let g € Po(RY) and N € N. Then for all n € N*, we have

3 <N =2
KL (7 |7) < AN W3 (HOQ{yVSnyHaW)/(27N+2AN,N+7L)
N+n

+ANN )T D Mk {2Ld + (L4 e D)on (poQE 1 S2,) + 2M5 )
k=N+1

Proof The proof is postponed to Section 7.4.1. |

Corollary 18 Assume A 5(m), for m > 0. Assume that sup,cga v1(8;) < D? < co. Let
(Ve)ken+ and (Ag)ken+ given for all k € N* by Ay = v = v € (0,L71]. Let po € Po(RY).
Then for any N € Nyn € N* we have

KL (7 |7) < W5 (n0@Y' Sy, 7) /(2n7) + v (Ld + M3 + D?) |
Furthermore, let € > 0 and

Y. < min {e/(2(Ld + M3 + D*)),L™'} | ne > (Wg(ﬂogﬂ?l,ﬂ)(*}/&a)*ll .

Then we have KL (1726 ‘7r) <e.

In the case where a warm start is available for the Wasserstein distance, i.e. W2 (g, 7) <
C, for some absolute constant C' > 0, then Corollary 18 implies that the complexity of
SPGLD to obtain a sample close from 7 in KL with a precision target ¢ > 0 is of order
(d+M3+D?)O(¢~2). In addition, Pinsker inequality implies that the complexity of SPGLD
for the total variation distance is of order (d + M2 + D?)O(e~%).

In addition if we have access to n > 0 and M,, > 0, independent of the dimension, such
that for all x € RY, x ¢ B(z*, M,,), U(z) —U(z*) > n|jx — 2*||, Proposition 32, A5-(ii), (31)
and (25) imply that starting at §,+, the overall complexity of SPGLD for the KL is in this
case (n~2d? —|—M$)(d+M22 +D?)O(e7?) and (n~2d? +M$)(d+M22 +D?)O(e74) for the total
variation distance If (vg)ren+ and (Ag)gen+ are given for all k € N* by v, = \p = 71 /k™ 9,
v € (O, L‘l]. Then by the same reasoning as in the proof of Corollary 8, we obtain that
there exists C' > 0 such that for all n € N*, we have KL (172‘77) < Cmax(no‘_l,n_a), if
o # 1/2, and for a = 1/2, we have KL (75|r) < C(In(n) + n=1/2,

If sup,cpa v1(8;) < +00 does not hold, we can control the variance of stochastic gradient
estimates using A4 again based on this following result.

Proposition 19 Assume A5 and ©: satisfies A 4. Then we have for all z € R and
ve (0,L71

29(E7 = )n) < o=’ = [y = oI SIT 8 e dy) + 20701 (6) + 200
where S, 82 and vy are defined by (34)-(36) respectively.

oBlate'
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Proof Let~ >0, z € R? and consider X; = prox?]2 {:c — yél(:ﬁ, Zl) + \/2’yG1}, where 7,

and G are two independent random variables, Z; has distribution 71 and G is the standard
Gaussian random variable, so that X; has distribution S”%ngg(x, -). First by (Bauschke
and Combettes, 2011, Theorem 26.2(vii)), we have that 2* = prox}, (z* —yVUi(z*)) and
by (Bauschke and Combettes, 2011, Proposition 12.27), the proximal is non-expansive, for
all 2,y € RY, | prox}, (z) — prox}, (y)|| < |lz — yl||. Using these two results and the fact that
O, satisfies A4, we have

E [HX] — m*HQ] -F [Hproxg2 {z — 20 (x, Z1) + \/ﬂGl} - prox;’]2{;p* _ nyUl(g;*)}Hz}

<& [|(r 810,20+ V) - 6 190 |]

< o — P
~ ~ ~ ~ 2
+E [27 <x — ¥, VU (z%) — O (z, Z1)> + 2 HVUl(a:*) — O4(x, Zl)H ] + 2vd
< flo =o' - 29(E = )E | |61, 21) - 616 20

+ 27°E [Hél(:c*, Zy) — VU, (z¥)

2
} + 2vd .
- - - -2
The proof is completed upon noting that v;(8;) < E[H@l(x, Z1) — O (z*, Zl)H ] [ ]

Combining Theorem 17 and Proposition 19, we get the following result.

Corollary 20 Assume A 5(m) for m > 0 and that ©, satisfies A 4. Let (Vi)pen+ and
(Ak)ken+ be two non-increasing sequences of positive real numbers given for all k € N* by
=M =7€(0,L7Y) , v < L7t Let ugp € Po(R?) and N € N. Then for all n € N*, it
holds

KL (7 |x) < W2 (MOQQV . w) / (2yn) +~(Ld + M2)
D) =) e [ e o QY 8200 + 2 6r) 4 20

Furthermore, for e > 0, consider stepsize and a number of iterations satisfying:

)

7 < min [5/{4]\422 +4Ld+ 8Ed} , \/5/ (sivl(sx*)),L‘l, (20)7!

~92 _ ~ ~
Ne > 2max{[W22(uoS%,7r)(%g) 1—‘ 7 {QLE 1 /d | — 2*||? d,uoS,Qy(y)-‘ } .
R
Then, we have KL (1728 ‘7r) <e.

Proof The proof of the corollary is a direct consequence of Theorem 17 and Proposition 19,
and is postponed to Section 7.4.2. [ |
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Note that the dependency on the variance of the stochastic gradients is improved com-
pared to the bound given by Corollary 18. We specify once again the result of Theorem 17
for strongly convex potential.

Theorem 21 Assume A 5(m), for m > 0. Let (yx)ken+ be a non-increasing sequences of
positive real numbers satisfying for all k € N*, v € (O,L_l]. Let po € Po(RY). Then for
all n € N*, it holds

n

)
Wg(#OQ'yS'ynJrlaﬂ-) < {H(l - m’)/k-‘rl)} W2 (1“‘0‘51»717 )

k=1
n+1 _ ~
+ Z Vi+1 { H 1-— m%)} {2Ld +(1+ ")/k+1L)U1(/L0Q,I§7153k) + 2M22} .
i=k+2
Proof The proof is postponed to Section 7.4.3. |

Corollary 22 Assume A 5(m), for m > 0. Assume that supyega v1(8;) < D?* < co. Let
e >0, o € P2(RY), and

Y. < min {me/(4(Ld + D* + M3)),L™"} | ne > ﬂn(2W22(,u0§3€,W)/(E%m)flw .

Then W3 (,uoR% 7552 m) < ¢, where R, ., and 5’3 are defined by (33) and (34) respectively.

Proof Since 7. < L™, we have (1 +~:L)v; (1 OR 5’3) < 2D? for all k > 1. Using Theo-
rem 21 then concludes the proof. |

Note that the bounds given by Theorem 21 are tighter the one given by Dalalyan and
Karagulyan (2017, Theorem 3) which shows under A5 with Uy = 0 and sup,cga v1(8;) < D?
that

Wa(poRy ) < (1 — mh)Wa(po, 7) + 1.65(L/m)(vd)Y? + D*(vd)*/?/(1.65L + Dm) .

Indeed, for constant stepsize 7, = v € (0, L™!] for all k € N*, Theorem 21 implies with the
same assumptions that

Walo R ) < (1= mh) 2 Wa(puo, m) + (2L /m) > + (1 -+ 7)y/m) "D .

As for ULA, the dependency on the condition number L/m is improved.
In the strongly convex case, we can improve the dependency on the variance of the
stochastic gradient under the following condition.

A 6 There exist Ll,ml > 0 such that for all for 77;-almost every z € Z, for all T,y € R4, we
have

(81(2.2) ~ 61y, 2), 2 — y) 2 i e =yl + (1/21) @12 2) ~ B1(w, )|
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The condition A6 is for example satisfied if n-almost surely, x +— (:)1(33, z) is strongly convex,
see (Nesterov, 2004, Theorem 2.1.12).

Proposition 23 Assume A 5(m) for m >0 and A6. Then for all v > 0 we have
29(Li" = )n(8:) < (1 =) [l — 2|* ~
L lo= o (BT, 8) o)+ 20700 (550) + 204

where S%,S% and vy are defined by (34)-(36) respectively.

Proof The proof is similar to the proof of Proposition 19 and is postponed to Section 7.4.4.
|

Corollary 24 Assume A 5(m), for m >0 and that O, satisfies A6. Let (y)ren+ defined
for all k € N* by v, = v € (0, L7 A (2L1)7 Y. Let po € Po(R?). Define m = min(m, ;)
and

Ay = 2(Ld + My)/m + {2Ly(1 +~L)/m}d
Ay = {2L1(1 + L)/ }v (8+) (37)
Az =~Li(1++L) {/d ||z — x*HQ duOSQE(x)} .
R
Then for all n € N*, it holds

~9 ~ n
Wi (noR, 85, m) < (1 — my)"Wi(noS5,m) + (1 — my)"As + vA;1 + 720y, (38)

where R%v and Sv are defined by (33) and (34).
Therefore, for e > 0 and

7o < min{e/(401), [/ (489)] /2, 171, (2E0) 1}
ne > max { [n(4W3 (,Lto ,m)/e)(vem) M, [ln(4A3/€)(’y€m)_11} ’

it holds W3 (MOR»Y %57 ,m) < €.

Proof The proof of the corollary is postponed to Section 7.4.5. |

Corollary 25 Assume A5(m), for m > 0 and that © satisfies A6. Define
m = min(m,m1). Let e >0, pg € Po(RY) and

7 < min {=/(480), [e/(402)] 2, 27, (21) '}

N: 2 max { [I(AW3 (1S3, . 7)/€)(em) 1. [In(48a/2)(zm) 11§

3. < min [s/{4M§ v 4Ld+ 8f,d} , \/5/ (sivl(az*)),L—l’ (2E)—1] |
- T — * (|2 ~Ne &
ne > 2maX{Hg 1, [2L€ ! /Rd |z — || duoR%%S’Qy(Z/)H ,
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where A1, Ag, Az are defined in (37) and RAW and 52 are defined by (33) and (34). Let
(Vk)ken defined by v = e for k € {1,. N} and vy = Y- for k > N.. Then we have

KL (7 |7) <& where o)\ =n7t S0

MOR"/E Ve R’YE e *

Proof Corollary 24 implies that after the burn in phase of N, steps with stepsize 7., we
have WQZ(/LOQ% gi,ﬂ) < e. Then, since we can treat Mo@évf as a new starting measure,
Corollary 20 concludes the proof. |

4.2.1. D1scussiON ON RELATED WORKS

Note that the SPGLD is different from the algorithm MYULA proposed by Durmus et al.
(2018) which approximates Us by its Moreau envelope, and under A5 defines the Markov
chain (XM)en by the recursion:

XM= (1 =4/ AM) 4 (y/AM) proxgy, (XA = AVUL(XED) + V27Gra

for a stepsize v > 0, (Gk)ken+ a sequence of i.i.d. d-dimensional standard Gaussian random
variables and A\M > 0 a regularization parameter. So taking AM = ~, we get that the
recursion boils down to

X}gvil = proxVUQ(X};/I) — VUL (XM + /297Gy -

Then the main difference with (32) setting v, =  for all £ € N* and ©; = VU, is that
VU, (XM) is replaced in (32) by VU (proxy;, (XM).

Recently, two papers have independently interpreted ULA as an algorithm that opti-
mizes % on the Wasserstein space. They both relies on this interpretation to derive and
analyze different algorithms for sampling log-concave target measures, that use the proximal
operator associated with U.

First, Wibisono (2018) proposed and analyzed the symmetrized Langevin algorithm
(SLA) in order to reduce the discretization bias. SLA combines backward and forward
steps, i.e. it defines the Markov chain (X ELA) ken by the recursion

X,g_];/f = prox;; {XSLA — VU (X) + /4 Gk+1} , (39)

for a stepsize v > 0 and (Gj)gen+ a sequence of i.i.d. d-dimensional standard Gaussian
random variables. Wibisono (2018) shows that in the Gaussian case, i.e. for any x €
RY, U(z) = ((x — )27, (z — 7))/2 for some mean # € R? and covariance matrix ¥ €
R4 SLA is unbiased and converges with an exponential rate to 7. For general strongly
convex potentials U, exponential convergence in Wasserstein distance of the sequence of
distributions associated with (XP"*)rey to a biased limit 7T§LA is established as k — +o0.
However, no explicit bound on Wy (7, 75MAY or nonasymptotic convergence rates are given.

In a parallel work, Bernton (2018) considers the proximal Langevin algorithm (PLA).
This algorithm defines the Markov chain (X};)LA)keN by the recursion

Xpht = prox;f ™ ( XPY) = /2711 Geg -
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Applying techniques from Ambrosio et al. (2008), quantitative results on the Wasserstein
distance between the above discretization and gradient flow of KL divergence are obtained.
From those results, bounds on the Wasserstein distance between iterates and target distri-
butions are given, in the case where U is strongly convex. The complexity bounds for PLA
obtained in Bernton (2018) are of order dO(¢72) when U is smooth and strongly convex,
and are equivalent to our results up to dependence on the starting measure. In the case of
U = U;j + Uy where U is strongly convex and U; is Lipschitz, bounds in Bernton (2018)
are of order d20(¢~*) while our bounds are still of the same order as in the smooth case.

5. Numerical Experiments

In this section, we experiment SPGLD and SSGLD on a Bayesian logistic regression prob-
lem, see e.g. (Holmes and Held, 2006; Gramacy and Polson, 2012; Park and Hastie, 2007).
Consider i.i.d. observations (X;,Y;)ie(1, .. n}, Where (Y;);cq1,. Ny are binary response vari-
ables and (X;);cq1,...n) are d-dimensional covariance variables. For all i € {1,..., N}, V;
is assumed to be a Bernoulli random variable with parameter ®(5TX;) where 3 is the pa-
rameter of interest and for all u € R, ®(u) = e"/(1 + e*). We choose as prior distributions
(see Genkin et al. (2007) and Li and Lin (2010)) a d-dimensional Laplace distribution and
a combination of the Laplace distribution and the Gaussian distribution, with density with
respect to the Lebesgue measure given respectively for all 5 € R? by

d d d
p1(B) o exp (—m > |/Bi|> ; p1,2(8) ox exp <_a1 > 1Bil — az Zﬂf) ;
=1 =1 =1

where ap is set to 1 in the case of p; and a1 = 0.9, az = 0.1 in the case of p;2. The
chosen priors on the one hand reduce impact of the irrelevant features by shrinking them
close to zero. On the other hand this choice of priors leads to the log-concave posteriors.
Both these property are highly desirable in the high dimensional setting. We obtain then
the two different a posteriori distributions p1(-[(X,Y )ieqi,.. .ny) and p12(-|(X, Y )icq1,. N})
with potentials given, respectively, by

N d N d d
B> la(B)+ar Y 1B, B Y (B a2y Bl a1y |8l
n=1 i=1 n=1 i=1 i=1

where

0(B) = Y, 8T X, + log[l + exp(8TX,,)] .

We consider the three data sets from UCI repository (Dua and Efi, 2017) Heart disease
dataset (N = 270, d = 14), Australian Credit Approval dataset (N = 690, d = 34) and
Musk dataset (N = 476, d = 166). We approximate p1(-|(X,Y);e1,..., ny) using SPGLD and
SSGLD, since the associated potential is Lipschitz, whereas regarding p12(-|(X,Y)ief1,...81)
we only apply SPGLD.
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Figure 1: Mean absolute error of estimator of Iy for Australian Credit Approval dataset:
(top row) results for p12(-|(X,Y)ief1,...n1); (a) convergence of SPGLD for N =
N , (b) convergence of SPGLD in terms of effective passes for 7 = 0.1, (c)
boxplot of SPGLD for full runs; (bottom row) results for p1(-[(X,Y)icf1,.. n});
(d) convergence of SPGLD and SSGLD for N =N, (e) convergence of SPGLD
and SSGLD in terms of effective passes for 7 = 0.1, (f) boxplot of SPGLD and
SSGLD for full run.

SPGLD is performed using the following stochastic gradient

01(8,2) = (N/N) Y V() + a3 ,

nez

where ap is set to 0 in the case of p1(-|(X,Y);cq1,..,n}) and Z is a uniformly distributed
random subset of {1,..., N} with cardinal N € {1,...,N}. In addition, the proximal

operator associated with 8 — a; 2?21 |Bi| is given for all 3 € R? and v > 0 by (see
e.g. Parikh and Boyd (2013))

(prox,, , (8))i = sign(B;) max(|B;| — a17,0), forie {1,...,d}.
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Figure 2: Mean absolute error of estimator of I; for Australian Credit Approval dataset:
(top row) results for p12(-|(X,Y)ief1,...n1); (a) convergence of SPGLD for N =
N , (b) convergence of SPGLD in terms of effective passes for 7 = 0.1, (c)
boxplot of SPGLD for full runs; (bottom row) results for p1(-[(X,Y)icf1,.. n});
(d) convergence of SPGLD and SSGLD for N =N, (e) convergence of SPGLD
and SSGLD in terms of effective passes for 7 = 0.1, (f) boxplot of SPGLD and
SSGLD for full run.

SSGLD is performed using the following stochastic subgradient

d
O(8,2) = (N/N) Y Vu(B) + a1y _sign(By)ei ,

nez i=1

where (ei)z‘e{l,...,d} denotes the canonical basis and Z is a uniformly distributed random
subset of {1,..., N} with cardinal N € {1,..., N}.

Based on the results of SPGLD and SSGLD, we estimate the posterior mean I; and I
of the test functions 5 +— (51 and 8 — (1/d) 2?21 /2. For our experiments, we use constant
stepsizes 7 of the form 7(L + m)~! with 7 = 0.01,0.1,1 and for stochastic (sub) gradient
we use N = N,|N/10|,|N/100]. For all datasets and all settings of 7, N we run 100
independent runs of SPGLD (SSGLD), where each run was of length 10%. For each set of
parameters we estimate I, Is and we compute the absolute errors, where the true value were
obtained by prox-MALA (see Pereyra (2015)) with 107 iterations and stepsize corresponding
to optimal acceptance ratio ~ 0.5, see (Roberts and Rosenthal, 1998). The results for I
are presented on Figure 1, Figure 3 and Figure 5 for Australian Credit Approval dataset,
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Figure 3: Mean absolute error of estimator of Is for Heart disease dataset: (top row) results
for p12(-[(X,Y)icq1,...n}); (a) convergence of SPGLD for N = N, (b) conver-
gence of SPGLD in terms of effective passes for 7 = 0.1, (¢) boxplot of SPGLD
for full run; (bottom row) results for p1(-[(X,Y)ief1,..n3); (d) convergence of
SPGLD and SSGLD for N = N , (e) convergence of SPGLD and SSGLD in
terms of effective passes for 7 = 0.1, (f) boxplot of SPGLD and SSGLD for full
run.

Heart disease dataset and Musk data respectively. The results for I; are presented on
Figure 2, Figure 4 and Figure 6 for Australian Credit Approval dataset, Heart disease
dataset and Musk data respectively. We note that in the all cases, bias decreases but
convergence becomes slower with decreasing v. When we look for stochastic (sub)gradient
then the bias of estimators and also their variance increase when we decrease N. However
if we look for the effective passes, i.e. the number of iteration is scaled with the cost of
computing gradients, we observe that convergence is faster with reasonably small N. If we
compare SSGLD with SPGLD we see that in the almost all cases, except Musk dataset,
SSGLD leads to slightly smaller bias. For the Musk dataset differences between SSGLD
and SPGLD are negligible and we do not present the results for SPGLD. In the presented
experiments, all results agrees with our theoretical findings and suggest that SPGLD or
SSGLD could be an alternative for other MCMC methods.
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Figure 4: Mean absolute error of estimator of I; for Heart disease dataset: (top row) results
for p12(-[(X,Y)icq1,...n}); (a) convergence of SPGLD for N = N, (b) conver-
gence of SPGLD in terms of effective passes for 7 = 0.1, (¢) boxplot of SPGLD
for full run; (bottom row) results for p1(-[(X,Y)ief1,..n3); (d) convergence of
SPGLD and SSGLD for N = N , (e) convergence of SPGLD and SSGLD in
terms of effective passes for 7 = 0.1, (f) boxplot of SPGLD and SSGLD for full

run.

6. Discussion

In this paper, we presented a novel interpretation of the Unadjusted Langevin Algorithm
as the first order optimization algorithm, and a new technique of proving non-asymptotic
bounds for ULA, based on the proof techniques known from convex optimization. Our proof
technique gives simpler proofs of some of the previously known non-asymptotic results for
ULA. It can be also used to prove non-asymptotic bound that were previously unknown.
Specifically, to the best of the authors knowledge, we provide the first non-asymptotic
results for Stochastic Gradient ULA in the non-strongly convex case, as well as the first
non-asymptotic results in the non-smooth non-strongly convex case. Furthermore, our
technique extends effortlessly to the stochastic non-smooth case, and to the best of the
authors knowledge we provide the first non-asymptotic analysis of that case.
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Figure 5: Mean absolute error of estimator of I for Musk dataset: (top row) results for
p1_2 prior; (a) convergence of SPGLD for N = N , (b) convergence of SPGLD in
terms of effective passes for 7 = 0.1, (c¢) boxplot of SPGLD for full run; (bottom
row) results for p; prior; (d) convergence of SSGLD for N=N, (e) convergence
of SSGLD in terms of effective passes for 7 = 0.1, (f) boxplot of SSGLD for full
run.

Furthermore our new perspective on the Unadjusted Langevin Algorithm, provides a
starting point for the further research into connections between Langevin Monte Carlo and
Optimization. In particular, we believe that a very promising direction for future research is
to try to modify well-known effective optimization algorithms to minimize the KL divergence
with respect to some target density m in Wasserstein space.

7. Postponed Proofs

7.1. Proof of Lemma 1

a) Since e~V is integrable with respect to the Lebesgue measure, under A1(m) for m > 0,

by (Brazitikos et al., 2014, Lemma 2.2.1), there exists C,C2 > 0 such that for all z € R?,
U(z) > Cy||z|| — Co. This inequality and A2 implies that m € Py(RY). In addition, since
the function 2 — U(z)e~Y(®)/2 is bounded on [~Cs, +00), we have for all z € R%,

‘(U(x)e—U(z)ﬂ) e—U(m)/Q‘ < Oy U@)2
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Figure 6: Mean absolute error of estimator of I; for Musk dataset: (top row) results for
p1_2 prior; (a) convergence of SPGLD for N = N , (b) convergence of SPGLD in
terms of effective passes for 7 = 0.1, (c¢) boxplot of SPGLD for full run; (bottom
row) results for p; prior; (d) convergence of SSGLD for N=N, (e) convergence
of SSGLD in terms of effective passes for 7 = 0.1, (f) boxplot of SSGLD for full
run.

for some constant Cs. From this, and U(z) > C} ||z|| — C2 we conclude that &(7) < 4o0.
Using the same reasoning, we have .#°(7) < 400 which finishes the proof of the first part.
b) First, if ;1 does not admit a density with respect to Lebesgue measure, then both sides of
(10) are +o0. Second, if ;1 admits a density still denoted by u with respect to the Lebesgue
measure, we have by (7):

F(p) = F(m) = KL (p|m) + /Rd {p(z) — m(2)} {U(x) +log(n(x))} dw = KL (ulr) .

7.2. Proof of Corollary 8
Using Theorem 6 we first get
KL (Vn‘ﬂ') < W22 (M()a 77)/(2F0,n) + (Ld/FO,n) ZW}% . (40)
k=1

Note that using a simple integral test, we have I'g,, > Cyn'~@ for some constant C; > 0.
On the other hand, for some constant Cy > 0 we have Y }_; 72 < Co(1+n'72%) if a # 1/2,
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and Y p_; 77 < Cz(1+log(n)) if = 1/2. Combining all these inequalities in (40) concludes
the proof.

7.3. Proofs of Section 4.1

Note that for all 7,5 > 0, R, 5 can be decomposed as ST where T is defined in (14) and
Sy is given by (30). Then similarly to the proof of Theorem 6, we first give a preliminary
bound on .Z (uR, 5) — F () for p € Po(R?) and 7,7 > 0 as in Proposition 2.

Lemma 26 Assume A1(0) and A3. For all v > 0 and p € P2(R%),
2y {& (1) — E(m)} < W3, m) — W5 (uSy, 7) +7° { M +ve ()}
where & and T, are defined in (9) and (14) respectively, ve (i) in (29) and S, in (30).

Proof Let Z be a random variable with distribution 7, v > 0 and g € P(R%). For all
z,y € R% we have using the definition of OU (x) (24) and A 3-(ii)

ly — 2z +0(z, 2)|I° = |ly — =||* + 27 (6(z, Z),y — =) ++*||O(z, Z)|?
<|ly—z|* = 2v{U(z) = U@®)} +27(O(2,2) —E[O(z, Z)] ,y — 2) + ¥ [O(x, Z)|* .

Let (X,Y) be an optimal coupling between p and 7 independent of Z. Then by A 3-(ii)
and rearranging the terms in the previous inequality, we obtain

290{E (1) — E)} < WE(u,m) —E[IY = X +90(X, 2)?] +2°E ||0(X, 2)|] .

The proof is concluded upon noting that Wi (uS,,7) < E[|Y — X +~v0(X, Z)||*] and
E[|O(X, 2)|*] < M? +ve(n). u

Proposition 27 Assume A1(0) and A 3. For all 7,75 > 0 and p € Po(RY),

29 {F (R 5) = F(m)} < {Wg (1S, m) = W3 (uBy 585, 7) } + 37 {M* + ve(ulty5)} -
where F is defined in (9), ve(n) in (29), Ry5 and S, in (27) in (30) respectively.
Proof Note that by Lemma 26, we have

27{&(uRy5) — E(m)} < W3 (uRy5,m) = W3 (uRy585,m) +7° {M? + ve (uRy5)} - (41)
In addition by Lemma 5, it holds

29 { A (uRy5) — A (m)} < W2 (1S~ ) — w2 (uRy5,7) .

The proof then follows from combining this inequality with (41). |
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7.3.1. PROOF OF THEOREM 13

By Proposition 27, for all k£ € N*, we have
F(uQk) = Z(m) < @) " { W2 (HQE TS,y m) — WE (nQhS,, 7))
+ (r1/2) { M2+ vo (u@) }

Similarly to the proof of Theorem 6 using the convexity of KL divergence and the condition
that (Ag/Yk+1)ken+ is non-increasing concludes the proof.

7.3.2. PROOF OF COROLLARY 16

On the one hand, using Theorem 13, we get:

N+n

KL (5 |7) < (2yn) "W (n0QY Sy, m) +vM?/2+ (v/(2n)) ) ve(noQf)
k=N+1

On the other hand, using Proposition 15, we obtain:

N-+n

m(il_fy)( > v@(uo@)) S/Rd |z — 2*)|* duo @Y+ ()

k=N+1
- / | — || d,qufy\U“"+1 + 20720 (8¢ ) + 2n7d .
R4

Combining the two inequalities above finishes the proof of the first part of Corollary 16.
For the second part, first observe that since 7. < (2L)~! we have (2(L~' —4))~! < L.
Furthermore, from the definition of 7. we have %(MTQ + Ld) < /4, as well as v2Lvg (8,+) <
/4. On the other hand, from the definition of n. we have W3 (1oS-.,7)/(2ven:) < €/4 as
well as L(2n.)~"! Jga llz — z*||? dpo R, . (z) < €/4. Combining those four bounds together
finishes the proof.

7.4. Proof of Section 4.2

We proceed for the proof of Theorem 17 similarly to the one of Theorem 6, by decomposing
F (k) — F (1) = E(uRyq) — E(m) + A (uRy 5) — H(m), Tor € Po(RY) and 7,7 > 0.
The main difference is that we now need to handle carefully the proximal step in the first
term of the decomposition. To this end, we decompose the potential energy functional
according to the decomposition of U, & = & + & where for all u € Ps (Rd),

60 = [ V(o) &) = [ Vadita) (42)
and consider
F(uRy5) — F (1) = &1(nRy 5) — E1(uS251)
L A(S2EY) — Ei(r) + Erluly5) — Ealm) + HuRs) — A(x) . (43)

The first and last terms in the right hand side will be controlled using Lemma 3 and
Lemma 5. In the next lemmas, we bound the other terms separately.
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Lemma 28 Assume A5(m), for m > 0. For all p,v € Po(RY) and v € (0, L71],

29{&1(pS)) — E1 (W)} < (1 = mN)W5 (n,v) — W5 (uS5, v)

=221 =7D) [ IV @) dne) +22(1+ 7 )on ).

where <§1,5’,1y is defined by (42)-(34) and vi(p) by (36).
Proof Let p,v € Po(R%) and v > 0. Since U; satisfies A2 by (Nesterov, 2004, Lemma
1.2.3), for all z, % € R?, we have |Uy(z) — Uy (x) — (VU1 (z), % — z) | < (L/2) |Z — «||*>. Using
that U is m-strongly convex by A5(m), for all z,y € R, 2z € Z, we get
Ur(z —761(z, 2)) — Ui(y) = Ur(z — 701 (x, 2)) — Ur(x) + Us(z) — Ui (y)
- . 2
< = (VUi(@),61(2,2)) + (14%/2) [1(w, 2) | + (VUL(@), 0 =) = (m/2) lly — > -

Then multiplying both sides by ~, we obtain

2 {U(e = 161(2,2)) = Vi) } < (1= my) o =yl = [fo =261 (2,2) — o]

~ ~ 2 ~
— 242 <VU1(3U), O1(z, z)> +~%(1 +~L) H@l(x, z)H + 2y <VU1(x) —O1(z,2),x — y> .
(44)
Let now (X,Y) be an optimal coupling between p and v and Z with distribution 7 inde-

pendent of (X,Y). Note that A5 implies that E[0(X, Z)|(X,Y)] = VU (X). Then by
definition and (44), we get

2y {g’(uég) - éa(l/)} < (1—my)W5 (u,v) —E HX —701(X) - YH?

~ 29%E [| VUL (X)

—

+~42(1 +7L)E [Hél(X)Hz]

< (L= m)W30) B[ —20100 - ]
=YL=y L)E [IVU OIP] + 721+ AL () -

Using that WQQ(MS%, v) < E[||X —401(X) — Y||?] concludes the proof.

Lemma 29 Assume A5(m) for m > 0. For all pu,v € Po(RY) and v > 0, we have
2y {&(p) — W)} < W5 (u,v) — W3 (nS3,v) +29° M3
where 6"2,5’3 are defined by (42) and (34) respectively.
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Proof Let p,v € P2(R?) and v > 0. First we bound for any z,y € R?, Us(z) — Us(y)
using the decomposition Uz (x) — Us(proxy,, (x)) + Uz(prox}, (z)) — Ua(y). For any z,y € R?,
we have using that ! (x — proxy, (x)) € dUs(prox}, (x)) (see Rockafellar and Wets (1998,
Chapter 1 Section G)), where 0Us is the subdifferential of Us defined by (24),

Us(proxgy, (@) — Ua(y) < 7" { — prox («), proxgy, () — v ) -

Since [l — y|2 = ||o — prox}, (@) 12 + || prox], () — ylI? + 2w — prox], (x), prox}, (x) — 1),

we get for all z,y € RY,
Uz (proxy, (z)) — Uz(y) < (29) 7 (lz — yl* — || proxc, (=) — yII*) - (45)

Second, since Us is Mo-Lipschitz, we get for any x € RY, |Uy(z) — Ua(prox), ()] <
Ma||z — proxy; (x)||. Then using that vz — prox/;, (¢)) € dUs(proxy; (x)), and for any v €
OUs(proxy;, (2)), since Uy is Ma-Lipschitz, [|v]| < My, we obtain |Us(z) — Uz (proxy, (x))| <
yM2. Combining this result and (45) yields for any x,y € R?

29 {U2(z) — U2(y)} < llz — ylI* = || proxy, () — yl|* + 2925 .

Let (X,Y) be an optimal coupling for p and v. The proof then follows from using the in-
equality above for (X,Y), taking the expectation and because W2 (,uS%, v) < || prox/, (X) —
Y% |

Lemma 30 Assume A5(m), for m > 0. For all g € Po(R?) and v, € (0,L71],
21 (noRy5) — F(m)} < (1= m7)W5 (oS3, m) = Wi (po R, 553, )
+32Ld + (1 +7L)v1(10S3) + 2M5}
where .7, R%‘? and 5’3 are defined by (7)-(33)-(34) respectively.

Proof Let pp € Po(R?) and 7,7 € (O,L_l]. By Lemma 3 and since R%& =
have

N,%, N%Try we
Ei(poRy5) — E1(10S258) < 2LdY . (46)
By Lemma 28 since 4 < 1/L,
27{&1(105753) — 1(m)} < (1 = Fm)W3 (oS3, m) — Wi (05355, 7)
+ 721+ L)1 (poS2) . (47)

By Lemma 29, we have

29{& (R 5) — Ea(m)} < W3 (o Ry, ) — W3 (noRy 552, ) + 257 M . (48)

Finally by Lemma 5, we have
2 (o R ) — A ()} < Wi(poS25L,m) — Wi (o 5, m) (49)
Combining (46)-(47)-(48)-(49) in (43) concludes the proof. |
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7.4.1. PROOF OF THEOREM 17

Using the convexity of KL divergence and Lemma 30, we obtain

N+n
KL (7)) < Ay, S MWKL (quﬁ‘w)
k=N-+1
1 [ =myNg2) AN+ 0 AN &2
< (2Awn1n) [ TSR (0@ 50
)\N+n 2 AN+n G2
_ﬁyN_HH_l W <M0Q’Y S’YN+n+177T>
N+n—1
1 — mYg42)Akt1 Ak 1&
D IR e LA ()
Mol Vht2 Vi1

N+n
+ Z MeYe+1{2Ld + (1 + k1 L)vg (,LL(]Q,I;S?”C) + QMQQ}] .
k=N+1

We get the thesis using that Agi1(1 — mykr2)/Yere < A\k/vit1 for all k € N.

7.4.2. PROOF OF COROLLARY 20

Using Theorem 17 we get:

N+n
- ~ A7 =2 v ~
KL (7Y |7) < W3 (@) S5, 7) / (2m) +(Ld+M3) + 3= > (L+3D)wr (@5 S)
k=N+1
and using Proposition 19 we obtain:
2y(L™" =) ( > m(m@ﬁﬁ)) < /Rd ly — 21> duo @Y1 52 (y)
k=N+1

- /d ly — 2*)1? duo @Y S2(y) + 2nyPv1(8e+) + 2nyd
R

Combining the two inequalities above finishes the proof of the first part of Corol-
lary 20. For the second part, observe that since 7. < L~! and 7. < (2[:)*1 we have
(1+~L)(2(L~* —5))~!' < 2L. Therefore from definition of 7. we have v.(Ld+ M3 +2Ld) <
/4, as well as v22Lv1(8,+) < /4. On the other hand, from definition of n. we have

WS(MOS’i,W)/@nE%) < /4 as well as 2L(2n.) " Jga llz — x*HQduOS’?Y(y) < ¢/4. Combin-
ing this four bounds we get the thesis.

7.4.3. PROOF OF THEOREM 21
Using Lemma 30 and since the KL divergence is non-negative, we get for all k € {1,...,n},
w3 <MOQ5§§k+l,ﬂ> < (1 = myepr) W3 (MoQﬁflggk,W)
+ i1 {2Ld 4+ (14 1 D)o (noQE 182 ) + 2M3} .

The proof then follows from a direct induction.
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7.4.4. PROOF OF PROPOSITION 23

Let v > 0, z € R% and consider X; = prox;, {az — Oy (x, Z1) + \/ﬂGl}, where Z; and
(1 are two independent random variables, Z; has distribution 7; and G is a standard
Gaussian random variable, so that X; has distribution S’%ngg(x, -). First by (Bauschke
and Combettes, 2011, Theorem 26.2(vii)), we have that z* = prox}, (z* — yVUi(2*)) and
by (Bauschke and Combettes, 2011, Proposition 12.27), the proximal is non-expansive, for
all z,y € RY, || prox}, (z) — prox), (y)|| < ||z — y||. Using these two results and the fact that

O, satisfies A4, we have
- 2 ~
E [HXl — x*” ] =F [Hproy%2 {x —v01(x, Z1) + \/%Gl} proxU {z* — VU (z }H }

<E[H<x_7@1(x Z1) +\/>G1> (x* —yVU(x ))“2]
<z — 2

~ - 2
+E [27 <x — e VUL () — O (x, Zl)> npe HVUl(:n*) —Oy(z, Zl)H ] +2+d

~ ~ - 2
S O AL | CNEPARCHER AT

~ 2
+24%E [H@l(x*, Z1) — VUi (a*) } +2vd .

The proof is completed upon noting that v (8,) < E[[|©(z, Z1) — O(z*, Z1)||*.

7.4.5. PROOF OF COROLLARY 24

Using Theorem 21 we get:
n =2
W2 (0,52, 7) < (1= my)" W3 (11083 )

YT?

+ ~2 Z —my)"k <2Ld +(1+ WL)Ul(MORyng) + 2M22)
n =2
< (1 —my)"W3 (0S5, ™) + 2(Ld + Ma)y/m

+ 42 Z (1 +~L)uy (HOR7 82 (50)

In addition, using Proposition 23 and v < (2L;)~!, we have

n

YETE S0 (1 i) Ry (o RS, 52) < 272 1= 1iy)" F (yu1(84+) + d)
k=1 k=1

#30=m)[e—at| apoR, $)

k=1
=St [ et R S
k=1
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Combining this result and (50) concludes the proof of (38).

Now, for ve, ne as defined in the thesis of the corollary we have 7.A; < ¢/4 and Ag’yg <
e/4. Furthermore, (1 — m~y.)" Wg(uogi,ﬂ) < exp(—ngm%)Wg(uogi,w) < g/4, and
(1 —~vem)As < ¢/4 similarly. Together, the above inequalities conclude the proof.

Acknowledgments

A. D. acknowledges support from Chaire BayeScale ”P. Laffitte”. B. M. is supported by
Polish National Science Center grant no. 2015/17/D/ST1/01198.

Appendix A. Definitions and Useful Results from Theory of Gradient
Flows

For a continously differentiable function f : R — R, the gradient flow associated with f
starting at xg is the solution (x(t))ier, of the ordinary differential equation: dx(t)/dt =
—V f(z(t)), with z(0) = xo. Classical theory of gradient flows was developed for functions
defined on R%, and later extended to functionals on Banach spaces. Main motivation for this
development were connections between gradient flows in Banach spaces and some partial
differential equation - for example the heat equation can be formulated as the gradient flow
of u = [ra |Vu|?dz (which is called the Dirichlet energy) on L2(R%) = {u : R? - R :
u is measurable and [ |u||*dz < 400}. Similarly, widespread interest in the theory of
gradient flows in metric spaces started with the work of Jordan et al. (1998), which showed
that gradient flow of the free energy functional defined in (7) in the space (P2(R%), W) is
a measure valued solution of the Fokker-Planck equation.

For a brief overview of the theory of gradient flows in Euclidean and metric spaces, with a
focus on Wasserstein spaces, we refer to (Santambrogio, 2017). For a detailed introduction
to the theory of gradient flows in metric spaces we refer the reader to (Ambrosio et al.,
2008). Below, we only introduce definitions and results from the theory of gradient flows in
the space of probability measures, which are relevant to our work.

Let I C R be an open interval of R and (i) be a curve on Po(R%), d.c. a family
of probability measures belonging to Po(R?). (u¢)sers is said to be absolutely continuous if
there exists ¢ € L'(I) such that for all s,t € I, s < t, Wa(ps, 1) < f; |¢| (u)du. Denote by
AC(I) the set of absolutely continuous curves on I and

ACioc(RY) = {(,ut)tzo ¢ (ut)rer € AC(I) for any open interval I C Ri} )

Note that if (j1)ee; € AC(I), then for any v € Po(RY), t s Wa(v, uy) is absolutely con-
tinuous on I (as a curve from I to R;). Therefore by (Nielsen, 1997, Theorem 20.8) and
(Mitrovic and Zubrinic, 1997, Exercise 4, p.45), t — Wa(v, p) has derivative for the almost
all t € I and there exists § : I — R satisfying

t
/\5| (u)du < 400 and W2 (v, ) — Wi (v, us) = / d(u)du , for all s,t eI (51)
1 s

Let p,v € P2(RY). A constant speed geodesic (At)iejo,1) between p and v is a curve in
P2 (R%) such that A\g = i, A\; = v and for all for all s, € [0, 1], Wa(Xs, \) = [t — 5| Wa (i, V).
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Note that by the triangle inequality, this definition is equivalent to the following: for all s,t €
[0,1], Wa(As, A\e) < |t — s| Wa(u,v). Indeed by the triangle inequality and the assumption
Wa(As, M) < [t — s| Wa(p, v), we have for all s,¢ € [0,1], s < t,

WQ(Ma V) < WQ(/'La)\t) + WQ()‘tv)‘S) + WQ()‘&V) < WQ(Na V) .

Therefore the first inequality is in fact an equality, and therefore using again the assumption
for Wa(u, A¢) and Wa(As, v) concludes the proof. By definition of the Wasserstein distance
of order 2, a constant speed geodesic (At):c(o,1] between p and v is given for all ¢ € [0,1]
by At = (tproj; +(1 — t) proj,)y¢ where ¢ is an optimal transport plan between p and v
and proj;, proj, : R?¢ — R? are the projections on the first and the last d components
respectively.

Let . : Po(R?) — (—o00, +00]. The functional .7 is said to be lower semi-continuous if
for all M € R, {.¥ < M} is a closed set of P3(RY) and m-geodesically convex for m > 0
if for any p,v € Po(R?) there exists a constant speed geodesic (At)iefo,1) between p and v
such that for all ¢ € [0, 1]

S(N) < () + (1= )L () = t(L = ) (m/2WE (.v)

If m =0, . will be simply said geodesically convex.

A curve (j1¢)i>0 € ACioc(R% ) is said to be a gradient flow for the lower semi-continuous
and m-geodesically convex function .7 : Pa(R%) — (—o00, +-o0] if for all v € Py(RY), .7 (v) <
+00, and for almost all ¢t € RY,

(1/2)8; + (m/2)W5 (1, v) < S (v) = S ()
where § : R} — R satisfies (51) for all open interval of RY. We say that (u)icrs starts at
w if im0 Wa(pe, 1) = 0 and then set po = p. By (Ambrosio et al., 2008, Theorem 11.1.4),
there exists at most one gradient flow associated with 7.

Consider the functional F . Po(RY) — (=00, +o0] given by .Z = # + & where J is
defined by (8) and & for all u € Po(R?) by

() = /R V(a)du(x)

where V : R — (—o0,+0o0] is a convex lower-semicontinuous function (for all M > 0,
{V < M} is closed subset of RY) with {V < +oco} # ) and the interior of this set is
non empty as well. By (Ambrosio et al., 2008, Proposition 9.3.2, Theorem 9.4.12), F is
geodesically convex and (Ambrosio et al., 2008, Theorem 11.2.8, Theorem 11.1.4) shows that
there exists the unique gradient flow (i;)¢>0 starting at u € P2(R?) and this curve is the
unique solution of the Fokker-Plank equation (in the sense of distributions) :

0
b= div(Vaf + YV (@)

i.e. for all ¢ € C2°(R?) and ¢ > 0,

gt/Rd o(y) e (dy) = /Rd Ao (y) pe(dy) -

In addition for all ¢ > 0, u; is absolutely continuous with respect to the Lebesgue measure.
In particular for V' = 0, we get the following result.
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Theorem 31 For all u € PQ(Rd), there exists a unique solution of the Fokker-Plank equa-
tion (in the sense of distributions) :

— = Ay .
ot Mt

In addition (p¢)e>0 € AC(RY) and satisfies for almost all t € RY,
6t/2 < A(v) — A ()

where 0y is given in (51).

Appendix B. On the Second Order Moment of Log-Concave Measures
AT There exist n > 0, M, > 0 such that for all x € RY, = ¢ B(0, M,),
Ux) =U(z") znllz -2 .

In this section, we give some bounds on to deal with the distance of the initial condition
of the algorithms from m in Ws.

Proposition 32 Assume A1(0) and A7. Then, we have
[ =t dnta) < 2720+ d) 027
Proof Note that under A7, we have
/Rd |z — 2*||* dm(z) < n~? /Rd U(z) — U(a*)]* dn(z) + M2

<o /R U () +oa(2Z) + () () + 207 |- () ~oB(2) — U (") + M3
(52)

where J# is defined by (8) and Z = [g4 e~YWdy. Then, by (Bobkov and Madiman, 2011,
Proposition 1.2), |- (m) —log(Z) — U(z*)| < d and by (Fradelizi et al., 2016, Theorem
2.3), (see also Nguyen (2013) and Wang (2014)), [pa |U(z) +log(Z) + H(m)|? dn(x) < d.
Combining these two results in (52) concludes the proof.

|
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