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Abstract

This survey provides a comprehensive overview of the landscape of crowdsourcing research,
targeted at the machine learning community. We begin with an overview of the ways in
which crowdsourcing can be used to advance machine learning research, focusing on four
application areas: 1) data generation, 2) evaluation and debugging of models, 3) hybrid in-
telligence systems that leverage the complementary strengths of humans and machines to
expand the capabilities of AI, and 4) crowdsourced behavioral experiments that improve
our understanding of how humans interact with machine learning systems and technology
more broadly. We next review the extensive literature on the behavior of crowdworkers
themselves. This research, which explores the prevalence of dishonesty among crowdwork-
ers, how workers respond to both monetary incentives and intrinsic forms of motivation,
and how crowdworkers interact with each other, has immediate implications that we distill
into best practices that researchers should follow when using crowdsourcing in their own re-
search. We conclude with a discussion of additional tips and best practices that are crucial
to the success of any project that uses crowdsourcing, but rarely mentioned in the literature.

Keywords: crowdsourcing, data generation, model evaluation, hybrid intelligence, be-
havioral experiments, incentives, mechanical turk

1. Introduction

Crowdsourcing allows us to harness the power of human computation to solve tasks that
are notoriously difficult to solve with computers alone, such as determining whether or not
an image contains a tree, rating the quality of a website, or verifying the phone number of
a business. The machine learning community was early to embrace crowdsourcing as a tool
for quickly and inexpensively obtaining the vast quantities of labeled data needed to train
machine learning systems. Crowdsourcing has been used to generate the image annotations
that are needed to train computer vision systems (Deng et al., 2009; Patterson and Hays,
2012; Raykar et al., 2010; Wah et al., 2011), provide the linguistic annotations needed for
common natural language processing tasks (Callison-Burch and Dredze, 2010; Snow et al.,
2008), and collect the relevance judgments needed to optimize search engines (Alonso, 2013;
Alonso et al., 2008). This simple idea—that crowds could be used to generate training data
for machine learning algorithms—inspired a flurry of algorithmic work on how to best elicit
and aggregate potentially noisy labels (e.g., Ghosh et al., 2011; Karger et al., 2011; Khetan
and Oh, 2016; Liu et al., 2012a; Sheng et al., 2008; Welinder et al., 2010; Zhang et al.,
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2016b; Zhou et al., 2012), still an active area of research (Zheng et al., 2017). Meanwhile,
machine learning researchers have begun to put crowdsourcing to use in other ways, most
commonly as a tool to evaluate and debug machine learning models (Chang et al., 2009;
Ribeiro et al., 2016).

Crowdsourcing has flourished as a research tool outside of the machine learning com-
munity as well. In human-computer interaction and related fields, researchers are build-
ing “hybrid intelligence systems” with the goal of expanding the capabilities of current Al
technology by incorporating humans in the loop (e.g., Bernstein et al., 2010; Kamar, 2016;
Lasecki et al., 2017; Zhang et al., 2012). And psychologists and social scientists have in-
creasingly moved experiments that traditionally would have been run in physical labs onto
crowdsourcing platforms (Buhrmester et al., 2011; Mason and Suri, 2012). While these bod-
ies of research are less well known within the machine learning community, there are count-
less opportunities for machine learning research to both influence and benefit from these
lines of work. For example, human-in-the-loop clustering algorithms have been designed
that produce better clusters by drawing on the common sense knowledge and experience of
the crowd (Gomes et al., 2011; Heikinheimo and Ukkonen, 2013; Tamuz et al., 2011), while
behavioral experiments run on the crowd offer insight about how to encourage human trust
in algorithmic predictions (Dietvorst et al., 2015, 2016; Dzindolet et al., 2002).

The first goal of this survey is to expand the horizons of how machine learning researchers
think about crowdsourcing, providing a broad overview of ways in which crowdsourcing
can benefit (and sometimes benefit from) machine learning research. Unlike other surveys,
which go into greater depth on algorithms for aggregating crowdsourced labels (Zhang et al.,
2016a; Zheng et al., 2017), we address the label aggregation problem only briefly, devoting
relatively more attention and detail to applications that are less well known within the
machine learning community, in the hope of inspiring new connections and directions of
research. We break the applications into four broad categories:

e Data generation. (Section 2) Crowdsourcing platforms are well suited to generating
data, but challenges arise since the data supplied by crowdworkers can be prone to
errors. We start with a brief review of two lines of research aimed at improving the
quality of crowdsourced labels. The first assumes that data points are redundantly
assigned to multiple workers and seeks algorithms for aggregating workers’ responses
that take into account the quality of individual workers (e.g., Zhang et al., 2016a;
Zheng et al., 2017). Though there are many notable exceptions, much of this work
builds on the influential model and expectation-maximization framework of Dawid
and Skene (1979). The second line of work focuses on developing incentive schemes to
motivate high quality responses. Much of this work builds on the literature on peer
prediction, a framework in which crowdworkers’ payments are a function of their own
reported labels and the labels of other workers (Jurca and Faltings, 2009; Miller et al.,
2005; Radanovic et al., 2016). We then review ways in which crowdsourcing has been
applied to generate other forms of data, including transcriptions of printed text (von
Ahn et al., 2008), translations of sentences from one language to another (Zaidan and
Callison-Burch, 2011), and image annotations (Kovashka et al., 2016).

e Evaluating and debugging models. (Section 3) Crowdsourcing is also commonly
used to evaluate or debug models, including unsupervised learning models, which can
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be difficult to evaluate objectively since there is often no clear notion of ground truth.
Along these lines, we discuss the use of crowdsourcing to evaluate the coherence of
topic models, generative models used to discover and explore the thematic topics dis-
cussed in a set of documents (Chang et al., 2009). We also explore ways in which
crowdsourcing has been used to evaluate the interpretability of explanations of pre-
dictions in supervised learning settings (Ribeiro et al., 2016) and to debug the compo-
nents of a pipeline in a complex computer vision system (Mottaghi et al., 2013, 2016;
Parikh and Zitnick, 2011).

Hybrid intelligence systems. (Section 4) Hybrid intelligence or “human-in-the-
loop” systems advance the capabilities of current Al technology by leveraging the com-
plementary strengths of humans and machines. We explore several compelling exam-
ples of hybrid systems that suggest their great potential: hybrid systems for cluster-
ing data points (Gomes et al., 2011; Heikinheimo and Ukkonen, 2013; Tamuz et al.,
2011), transcribing speech in real time (Kushalnagar et al., 2012; Lasecki and Bigham,
2012; Lasecki et al., 2012, 2013, 2017; Naim et al., 2013), scheduling conference ses-
sions (André et al., 2013; Bhardwaj et al., 2014; Chilton et al., 2014; Kim et al., 2013),
and forecasting geopolitical or economic events (Atanasov et al., 2017; Baron et al.,
2014; Mellers et al., 2015b). These systems are able to achieve more than would be
possible with state-of-the-art machine learning or Al systems alone because they can
make use of people’s common sense knowledge, life experience, subjective beliefs, and
flexible reasoning skills.

Behavioral studies to inform machine learning research. (Section 5) As ma-
chine learning becomes a larger part of people’s everyday lives, interest in understand-
ing how real people interact with machine learning systems continues to grow. There
has been a surge of recent research on questions like how to design machine learn-
ing models that are more interpretable (Doshi-Velez and Kim, 2017; Lipton, 2016) or
how to understand the ways that algorithmic decisions impact people’s lives (Angwin
et al., 2016; Barocas and Selbst, 2016). These questions are interdisciplinary in na-
ture and require gaining a better understanding of the underlying principles behind
humans’ interactions with machine learning and other technological systems. At the
same time, psychologists and social scientists have started using crowdsourcing plat-
forms as a fast and easy way to gain access to large pools of subjects for behavioral
experiments. This presents a natural opportunity for researchers to conduct studies
on crowdsourcing platforms that improve our understanding of how humans inter-
act with technology broadly and machine learning algorithms in particular. Rather
than evaluating the way in which people interact with one particular algorithm, this
line of research aims to develop an understanding of components of human behavior
that could inform the use and design of machine learning systems more broadly. We
walk through illustrative examples of behavioral studies aimed at understanding user
trust in algorithmic predictions (Dietvorst et al., 2015, 2016; Dzindolet et al., 2002;
Poursabzi-Sangdeh et al., 2018) and how users react to online advertising (Goldstein
et al., 2013, 2014). The latter study, while not directly motivated by a machine learn-
ing question, could provide insights that inform the design of better machine learning
algorithms for ad pricing and display.
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Having explored these applications and motivated the use of crowdsourcing in machine
learning research, the remainder of the survey addresses our second goal: to provide the
reader with best practices for crowdsourcing by drawing deeply on the vast and cross-
disciplinary literature aimed at studying and understanding the behavior of the crowd
itself. In Section 6, we describe several studies that quantify and measure the prevalence of
dishonest or spammy behavior on crowdsourcing platforms (Chandler and Paolacci, 2017;
Suri et al., 2011; Wessling et al., 2017). We discuss how to set payments for tasks in light of
both ethical considerations (Williamson, 2016) and a body of research that explores how the
quality and quantity of crowdwork are impacted by monetary incentives (e.g., Buhrmester
et al., 2011; Ho et al., 2015; Mason and Watts, 2009; Shaw et al., 2011). We examine how
workers react to intrinsic sources of motivation, such as gamification (von Ahn and Dabbish,
2008) or the satisfaction of performing meaningful work (Chandler and Kapelner, 2013;
Rogstadius et al., 2011), and how intrinsically motivating workers can increase workers’
willingness to complete tasks. Finally, we explore communication and collaboration patterns
of workers and see that crowdworkers are not independent and isolated, but rather part of a
rich communication network (Gray et al., 2016; Yin et al., 2016). We discuss the implications
of this work on the practice of using crowdsourcing for research, outlining best practices
that should be followed whether one wishes to use crowdsourcing for data generation, model
evaluation, building hybrid systems, running behavioral studies, or beyond.

Section 7 concludes with a discussion of additional tips and tricks that are crucial for
the success of any crowdsourcing-based project, but rarely discussed in the literature.

1.1 A Note on Scope

As described above, this survey was written with two overarching goals in mind. The first is
to inspire machine learning researchers to discover unexpected applications of crowdsourcing
in their own research. Because of this, relatively more space is devoted to applications that
may be less familiar to the machine learning community, such as hybrid intelligence systems
and behavioral studies of users interacting with technology, compared with more familiar
applications like data generation and model evaluation. Full surveys have been written just
on the problem of aggregating noisy labels from a crowd; readers who are most interested
in this problem are encouraged to look at Zheng et al. (2017), Zhang et al. (2016a), or the
comprehensive summary of related work in Zhang et al. (2016b).

The second goal is to introduce machine learning researchers to the extensive cross-
disciplinary literature on crowd behavior and motivate why understanding this literature
is crucial for successfully employing crowdsourcing in research. Because of this, Section 6
draws heavily on work from outside the machine learning community, and emphasizes ex-
perimental work over pure theory.

Several other crowdsourcing surveys have been published, each focused on a different
set of themes and problems. Readers interested in gaining a broader perspective on crowd-
sourcing may be interested in recent surveys and guides from the computer vision commu-
nity (Kovashka et al., 2016), the databases community (Li et al., 2016), and the marketing
community (Goodman and Paolacci, 2017), or the older but still widely cited and appli-
cable how-to guides on crowdsourcing user studies (Kittur et al., 2008) and behavioral re-
search (Mason and Suri, 2012).
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1.2 Background on Mechanical Turk and Other Crowdsourcing Platforms

In this survey, we use the term crowdsourcing very generally to encompass both paid and vol-
unteer crowdwork, done by experts or nonexperts, on any general or specialized crowdsourc-
ing platform. Regardless, the majority of research covered was conducted using paid crowd-
workers, and the majority of that on one particular platform, Amazon Mechanical Turk.

Amazon Mechanical Turk! is the most commonly used crowdsourcing platform among
researchers. It is designed for crowdsourcing relatively small “microtasks” (often referred
to as “HITs,” for human intelligence tasks) such as labeling a set of images or completing a
survey, though it can also be used for more complex short-term tasks, such as participating
in behavioral experiments (Mason and Suri, 2012) or even writing fiction (Kim et al., 2017).
Task requesters come to Mechanical Turk to post their tasks, stating up front the amount
of money that they are willing to pay to have their tasks completed. Requesters can also
specify certain criteria that a crowdworker must meet to be eligible for their task, such as
having an approval rate of more than a particular amount (say, 97%) on previous tasks
or being located in a particular country. Crowdworkers can then browse the set of tasks
available and choose the tasks they would like to work on. After a crowdworker completes
a task, the requester approves her work and a payment is made.

Although Mechanical Turk is used broadly in the research community, it is not the right
choice for everyone. In particular, it can be difficult to use from outside of the United
States. Luckily, many alternatives are available. For example:

e CrowdFlower? is a crowdsourcing platform widely used in both industry and research.

CrowdFlower offers specialized enterprise solutions for businesses with artificial intel-
ligence and data science needs including search relevance evaluation, sentiment anal-
ysis, and data classification.

e ClickWorker? is a German crowdsourcing platform that attracts European workers.
It provides support for specialized tasks such as translation, web research, and web
content generation. It also provides tools for mobile crowdsourcing.

e Prolific Academic* is a UK-based crowdsourcing platform focused primarily on con-
necting researchers with participants for behavioral or user studies.

e Upwork® is an online freelancer marketplace focused not on microtasks but rather on
larger scale jobs such as writing an article or designing a website.

e TopCoder® hosts crowdsourcing contests (Chawla et al., 2015; DiPalantino and Vo-
jnovic, 2009; Gao et al., 2012) in which coders design and develop software in response
to specific challenges and compete for prizes. Unlike on the other sites mentioned,
only those who create the top-judged submissions are paid.

. https://wuw.mturk.com
https://www.crowdflower.com
https://www.clickworker.com
https://www.prolific.ac
https://www.upwork.com

. https://www.topcoder.com
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Several researchers have compared commercially available platforms along different di-
mensions. Vakharia and Lease (2015) provided a thorough qualitative content analysis of
seven platforms: ClickWorker, CrowdComputing Systems (now WorkFusion), CloudFac-
tory, CrowdFlower, CrowdSource, MobileWorks (now LeadGenius), and oDesk (now Up-
work), examining factors like infrastructure and tools, support for fraud protection, and
quality of work. Peera et al. (2017) provided a detailed experimental comparison of three
platforms: Mechanical Turk, CrowdFlower, and Prolific Academic. They compared dropout
rates, response rates, workers’ performance on attention-check questions, workers’ reliabil-
ity, workers’ familiarity with common psychology studies (which would signal an overused
population of subjects), and the ability to replicate classic psychology studies on each plat-
form. They found, for example, that workers on both CrowdFlower and Prolific Academic
were less familiar with common psychology studies and less dishonest than workers on Me-
chanical Turk, with Prolific Academic producing higher quality data than CrowdFlower.

2. Data Generation

Perhaps the most common application of crowdsourcing within the machine learning com-
munity is data generation. We first describe techniques for crowdsourcing binary or cate-
gorical labels, reviewing the literature on how to improve label quality through redundancy
and incentives. We then discuss several examples of ways in which crowdsourcing has been
used to generate more complex forms of data, such as image annotations and translations
of text. As mentioned above, entire surveys could be written on the topic of crowdsourced
data generation alone, and indeed some have (Zhang et al., 2016a; Zheng et al., 2017). Our
treatment of this topic is comparatively brief, intended only to give the reader the flavor of
this work with pointers to the literature for readers who wish to learn more.

2.1 Generating Binary or Categorical Labels

We start with the setting in which crowdworkers are presented with unlabeled data instances
(for instance, websites) and are asked to supply labels (for instance, a binary label indicating
whether or not the website contains profanity). The main challenge arises from the fact
that the supplied labels are often noisy or inaccurate, either because workers are imperfect
or because workers are unmotivated to put high effort into the labeling task. There are
two primary lines of work aimed at improving the quality of crowdsourced labels. The first
assumes that each instance is presented to multiple crowdworkers and explores algorithmic
techniques for aggregating the workers’ responses (e.g., Abraham et al., 2016; Aydin et al.,
2014; Demartini et al., 2012; Fan et al., 2015; Gao et al., 2016; Ghosh et al., 2011; Ho et al.,
2013; Karger et al., 2011, 2014; Khetan and Oh, 2016; Kim and Ghahramani, 2012; Li et al.,
2014a,b; Liu et al., 2012a,b; Ma et al., 2015; Raykar et al., 2010; Shah and Lee, 2018; Sheng
et al., 2008; Tian and Zhu, 2015; Venanzi et al., 2014; Welinder et al., 2010; Whitehill et al.,
2009; Zhang et al., 2016b; Zhou et al., 2012). The second explores the use of well-designed
incentives to encourage higher quality work (e.g., Dasgupta and Ghosh, 2013; Ho et al.,
2016; Kamar and Horvitz, 2012; Kamble et al., 2015; Radanovic et al., 2016; Shah et al.,
2015; Shah and Zhou, 2016a,b).

Much of the research on label aggregation builds on the model proposed in the seminal
paper of Dawid and Skene (1979). The basic Dawid-Skene model assumes that instances are
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homogeneous. A worker’s probability of labeling any given instance correctly is controlled by
one or more worker-specific quality parameters. In the original model, each worker’s quality
is governed by a latent confusion matrix that specifies the worker’s probability of choosing
each possible label conditioned on the true label of the instance. A variety of extensions
have been studied. For example, several papers have explored models in which difficulty
varies by instance (Khetan and Oh, 2016; Ma et al., 2015; Whitehill et al., 2009; Zhou et al.,
2012) or workers have diverse sets of skills (Fan et al., 2015; Ho et al., 2013; Welinder et al.,
2010). Most of this work assumes a fixed assignment of instances to workers, but some
assumes that workers arrive online and are assigned to instances upon arrival (Abraham
et al., 2016; Ho and Vaughan, 2012; Ho et al., 2013; Karger et al., 2011, 2014). Some work
requires the existence of “gold-standard” or “control” tasks (Le et al., 2010; Liu et al., 2013;
Oleson et al., 2011), data instances for which ground truth labels are known a priori, while
some does not. Extensions of the Dawid-Skene model have also been applied to the problem
of aggregating ordinal labels or rankings (Zhou et al., 2014).

While there are exceptions, much of this research builds on the general expectation-
maximization (EM) algorithmic framework that Dawid and Skene (1979) proposed. This
framework is outlined in Algorithm 1. The basic approach involves iteratively updating es-
timates of both workers’ quality parameters and the labels of each instance. At each step,
quality parameters are updated treating the current label estimates as ground truth. The
instance labels are then updated to their most likely values treating the quality parameters
as ground truth. The details of these updates vary. Zheng et al. (2017) provide a thor-
ough survey and empirical comparison of seventeen algorithms that are based on this gen-
eral framework, characterizing them in terms of the way in which instances and workers are
modeled as well as the specifics of how the calculations of quality parameters and label as-
signments are made (through what they call direct computation, using optimization meth-
ods, or using probabilistic graphical models). While their experiments reveal that different
algorithms perform best on different data sets, they show that the original Dawid-Skene al-
gorithm is itself fairly robust in practice.

Algorithm 1 The basic EM framework of Dawid and Skene (1979).
Input: Sets of worker-generated labels for each instance
Initialize each instance’s label based on a simple majority vote
repeat
for all Workers w do
Calculate w’s quality parameter(s), treating each instance’s current label as ground
truth
end for
for all Instances ¢ do
Calculate the most likely label for i, treating each worker’s approximated quality
parameter(s) as ground truth
end for
until Label assignments have converged
Output: The current label assignments for each instance
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One broadly studied class of incentive schemes for crowdsourcing is built on the literature
on peer prediction (e.g., Dasgupta and Ghosh, 2013; Jurca and Faltings, 2009; Kamar and
Horvitz, 2012; Kamble et al., 2015; Miller et al., 2005; Prelec, 2004; Prelec et al., 2017;
Radanovic and Faltings, 2013; Waggoner and Chen, 2014; Witkowski and Parkes, 2012), a
framework in which workers are rewarded based on a function of their own reported labels
and the reports of others. Under many peer prediction mechanisms, higher rewards are
given to reports that are “surprisingly common” among workers, where “surprise” could be
measured, for example, in terms of a common prior or the frequency of a label. As just one
example, to determine the payment for a worker w who labels a particular instance as x, the
mechanism proposed by Radanovic et al. (2016) selects another worker w’ at random and
compares the label provided by w to the label provided by w'. If w’ reports = (so the two
workers’ labels agree), then w receives payment 1/f where f is the empirical frequency with
which other workers have reported the label z over all instances. If w’ does not report x,
then w receives no payment. Radanovic et al. (2016) showed that under some assumptions
on workers’ beliefs, truthful reporting (i.e., each worker reporting the label they think is
most likely) is an equilibrium under this mechanism.

The primary benefit of peer prediction style methods is that there is no need to know
ground truth labels in order to calculate payments. One major drawback is that most such
methods leave open the opportunity for workers to benefit by coordinating and colluding on
incorrect reports, behavior that has been observed when these methods were tested on real
workers (Gao et al., 2014). There is an active line of research on developing peer prediction
techniques for which such undesirable equilibria do not exist, or at least are less profitable
than truth telling (Agarwal et al., 2017; Dasgupta and Ghosh, 2013; Shnayder et al., 2016).

When gold-standard labels are available for some instances, workers can be rewarded
directly for the quality of labels they supply for these instances, using either simple bonuses
for accuracy (Ho et al., 2015; Shaw et al., 2011) or more complex incentive schemes (Ho
et al., 2016; Shah et al., 2015; Shah and Zhou, 2016a,b). See Section 6.3 for a more detailed

discussion of how workers respond to monetary incentives in practice.

2.2 Generating Transcriptions, Translations, and Image Annotations

Crowdsourcing is also used to generate more complex and free-form labels, such as tran-
scriptions, translations of language, or image annotations.

Perhaps the best known example of a crowdsourcing system for transcription is re-
CAPTCHA (von Ahn et al., 2008). CAPTCHAs (or Completely Automated Public Tur-
ing tests to tell Computers and Humans Apart) are security tools designed to prevent bots
from accessing online services (von Ahn et al., 2003, 2004). People attempting to access a
website or create an account are asked to perform a task that is difficult for computers to
perform but that humans find easy, such as reading and transcribing distorted characters.
CAPTCHASs are used to stop ticket scalpers from using bots to buy out popular shows and
to prevent spammers from opening arbitrary numbers of email accounts.

Von Ahn et al. (2008) found a way to put the vast quantities of human effort exerted
on solving CAPTCHASs to use, harnessing this effort to digitize old books that current
optical character recognition (OCR) systems were unable to handle. Their reCAPTCHA
system presents two images of words, both taken from scanned text on which state-of-the-
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art OCR systems have failed. One of these images is a gold-standard data point for which
the correct transcription is already known. This is the image used to test whether or not
the transcriber is human. The true label of the second image is unknown. By completing
the CAPTCHA, the human is essentially entering a label for this data. Since reCAPTCHA
was acquired by Google, similar techniques have been used to annotate images and build
other large-scale machine learning data sets.”

Within the natural language processing community, crowdsourcing has been success-
fully used to generate translations of sentences from one language to another (Ambati et al.,
2012; Callison-Burch and Dredze, 2010; Pavlick et al., 2014; Post et al., 2012; Zaidan and
Callison-Burch, 2011; Zbib et al., 2012). This approach is especially effective for language
pairs for which not much data exists. As one example, Zaidan and Callison-Burch (2011)
used crowdsourcing to generate translations of sentences from Urdu to English. They as-
signed crowdworkers different jobs such as translating a sentence, editing other workers’
translations to make them more fluent and grammatical, or ranking the quality of a trans-
lation. Finally, they used machine learning methods to predict the highest quality trans-
lation based on sentence-level features, worker-level features, and worker-generated ranks.
The crowd-generated translations collected by this and other systems can then be used as
training data for machine translation tasks.

Within the computer vision community, crowdsourcing is commonly used to collect
human-generated labels and annotations for images and video (e.g., Deng et al., 2009; Ge-
bru et al., 2017; Patterson and Hays, 2012; Patterson et al., 2014; Raykar et al., 2010; Rus-
sakovsky et al., 2015b; Sorokin and Forsyth, 2008; Su et al., 2012; Vijayanarasimhan and
Grauman, 2009; Welinder et al., 2010). For example, the widely used ImageNet database®
was constructed by leveraging workers on Mechanical Turk to perform tasks such as verify-
ing image annotations and generating bounding boxes (Deng et al., 2009; Russakovsky et al.,
2015a; Su et al., 2012). Other data generation and labeling tasks appropriate for crowd-
sourcing include object classification, attribute (or feature) generation, and image segmen-
tation. A full taxonomy of applications of crowdsourcing to computer visions tasks is be-
yond the scope of this paper; see instead the comprehensive survey of Kovashka et al. (2016).

3. Evaluating and Debugging Models

Aside from data generation, the most common use of crowdsourcing within the machine
learning community is to evaluate or debug models. Crowdsourced evaluation is especially
common for unsupervised models, which generally cannot be evaluated in terms of sim-
ple metrics like accuracy or precision because there is no objective notion of ground truth.
More recently, crowdsourcing has been used to evaluate human-centric properties of super-
vised models, such as model interpretability. In this section, we review several examples of
applications of crowdsourcing to model evaluation and debugging. This list of examples is
not intended to be exhaustive, but to give a flavor of different ways in which crowdsourcing
can be used in this context.

7. https://wuw.google.com/recaptcha
8. http://www.image-net.org
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3.1 Evaluating Unsupervised Models

It is increasingly common to see crowdsourcing used to evaluate unsupervised models, such
as topic models (e.g., Chang et al., 2009; Hu et al., 2014; Newman et al., 2011; Paul and
Dredze, 2014). Topic models are widely used to discover thematic topics from a set of
documents such as New York Times articles from the past year or transcripts of Supreme
Court hearings (Blei and Lafferty, 2009; Blei et al., 2003; Boyd-Graber et al., 2017). In this
context, a topic is a distribution over words in a vocabulary. Every word in the vocabulary
occurs in every topic, but with a different probability or weight. For example, a topic
model might produce a food topic that places high weight on cheese, kale, and bread, or
a politics topic that places high weight on election, senate, and bill. Each document is
then represented as a distribution over topics.

Topic models are often used for data exploration and summarization, especially in the
social sciences (Boyd-Graber et al., 2017). In order to be useful in these contexts, the
inferred topics must be meaningful to end users. For example, if the set of words that appear
with high weight in an individual topic are not coherent, the topic will not be useful to
end users trying to understand the content of their documents. However, “meaningfulness”
is hard to measure analytically, leading many researchers to instead evaluate topic models
in terms of easier to quantify criteria, such as predictive power. To address this problem,
Chang et al. (2009) proposed using crowdsourcing to measure the quality of a set of topics.
The researchers designed a word intrusion task in which a crowdworker is presented with
a randomly ordered list of the most common words from a topic. Included in that list is
one intruder word that has low weight for the topic but high weight for another topic. The
worker is then asked to identify the intruder. If the topic is coherent, then picking out
the intruder should be easy (think {cheese, bread, steak, election, mushroom, kale}).
If a topic is incoherent, identifying the intruder would be harder. The average error that
crowdworkers make on this task can thus be used as a proxy for how coherent topics are.
The researchers found that previous measures of success like high log likelihood of held out
data do not necessarily imply coherence, illustrating the value of crowd-based evaluation
over other techniques.

3.2 Evaluating Model Interpretability

In supervised learning, models are often evaluated in terms of objective performance metrics
such as accuracy, precision, or recall. However, even if a model performs well in terms of
these criteria, users may hesitate to rely on the model if they do not understand the model’s
predictions, especially in critical domains like health or criminal justice. Because of this,
there is now wide interest in developing models that are human-interpretable (e.g., Doshi-
Velez and Kim, 2017; Jung et al., 2017; Koh and Liang, 2017; Lipton, 2016; Lou et al., 2012,
2013; Paul, 2016; Ribeiro et al., 2016; Ustun and Rudin, 2016). Because of the subjective
and inherently human-centric nature of interpretability, it is natural to use crowdsourcing
to evaluate the interpretability of models.

As one example, Ribeiro et al. (2016) proposed an algorithm, Local Interpretable Model-
agnostic Explanations, or LIME, that generates simple, locally faithful explanations for in-
dividual predictions made by potentially complex black-box models. They used crowdsourc-
ing to test how how these explanations impact people’s ability to perform tasks such as as-

10
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sessing the classifier’s quality or determining instances on which the classifier will make a
mistake. In one study, the researchers presented crowdworkers with predictions from two
SVM classifiers trained on different data sets along with explanations for their predictions.
Workers were asked to select the classifier they believed would have better performance.
The researchers found that explanations improved workers’ ability to choose the best clas-
sifier and that LIME produced more effective explanations than a greedy technique. In an-
other study, the researchers used crowdworkers to test which explanations best helped peo-
ple find flaws in a trained model by identifying features used in the explanation that are
irrelevant for the prediction task.

In this example, the researchers compared the effectiveness of specific techniques for
generating explanations of predictions. In Section 5.1, we contrast this with crowdsourcing
approaches that can be used to gain a better general understanding of how various properties
associated with the “interpretability” of a model impact different aspects of human behavior
in different scenarios.

3.3 Debugging Components of a Pipeline

In fields like computer vision, speech recognition, translation, and natural language process-
ing, systems often consist of several discrete components linked together to perform a com-
plex task. For example, consider the problem of semantic segmentation, which involves par-
titioning an image into semantically meaningful parts and labeling each part with a class.
There are promising approaches to this problem that use machine learning models such as
conditional random fields (CRF's) to integrate feedback from independent components that
perform various scene understanding tasks like object detection, scene recognition, and seg-
mentation. If a system designer wants to improve performance, it is not always clear which
component to focus attention on.

To solve this problem, Parikh and Zitnick (2011) proposed the idea of “human debug-
ging,” in which humans are used to uncover bottlenecks in Al systems. The goal of human
debugging is to identify which component in a system is the “weakest link.” The basic idea
is simple. To quantify how much potential improvements to a particular component would
benefit the system as a whole, we could imagine replacing the component with something
(close to) perfectly accurate and testing how much the system improves. Since for many
vision and language tasks human performance is an upper bound on what we might expect
from a machine, we can instead replace the component with a human.

Mottaghi et al. (2013, 2016) applied this idea in order to analyze the performance of a
CRF that has been used in the computer vision community for scene understanding (Yao
et al., 2012). They replaced each component with crowdworkers from Mechanical Turk and
measured the change in performance of both the component in isolation and the system as a
whole. One of their most interesting findings was that humans are actually less accurate than
machines at one particular task (classifying super-pixels), yet when human classifications
were plugged into the CRF, the system performance improved. One interpretation of this
result is that perhaps making fewer mistakes classifying super-pixels is not enough. Rather
it may be more important that the classifier makes the right kind of mistakes—the kind
made by humans. This kind of feedback helps designers know where to focus their effort.
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Recently, Nushi et al. (2017) took this idea one step further, allowing crowdworkers to
propose targeted fixes to the machine components of a larger system and then evaluating
the effect of various component fixes on the overall system performance.

4. Hybrid Intelligence Systems

Despite the current hype around Al and the great technological advances that have been
made in recent years, Al systems are still far from perfect. In some cases, Al systems can
benefit by involving humans in the loop to perform tasks that rely on life experience, judg-
ment, or domain knowledge (Kamar, 2016). Such hybrid intelligence systems can leverage
the complementary strengths of humans and machines to accomplish more than would be
possible using humans or machines alone.

Hybrid systems have been designed to perform tasks from grading students’ work (Kulka-
rni et al., 2014; Wright et al., 2015) to writing essays or novels (Bernstein et al., 2010; Kim
et al., 2017; Kittur et al., 2011; Salehi et al., 2017; Teevan et al., 2016) to building bet-
ter topic models (Hu et al., 2014). In this section, we walk through four illustrative exam-
ples: hybrid systems for clustering data points (Gomes et al., 2011; Heikinheimo and Ukko-
nen, 2013; Tamuz et al., 2011), transcribing speech in real time (Kushalnagar et al., 2012;
Lasecki and Bigham, 2012; Lasecki et al., 2012, 2013, 2017; Naim et al., 2013), scheduling
conference sessions (André et al., 2013; Bhardwaj et al., 2014; Chilton et al., 2014; Kim
et al., 2013), and forecasting geopolitical or economic events (Atanasov et al., 2017; Baron
et al., 2014; Mellers et al., 2015b).

4.1 Hybrid Clustering

Hybrid intelligence systems can be put to use to solve traditional machine learning prob-
lems like clustering in scenarios in which data points are easier for humans to understand
and categorize than they are for machines. For example, given a data set of celebrity im-
ages, a human could potentially use their life experience and background knowledge to cat-
egorize them into sets like “actors” or “politicians,” while a machine without access to this
knowledge and experience could not.

Many hybrid clustering techniques have been proposed (Davidson et al., 2014; Gomes
et al., 2011; Karaletsos et al., 2016; Mazumdar and Saha, 2016; Tamuz et al., 2011; Vesda-
punt et al., 2014; Vinayak and Hassibi, 2016; Vinayak et al., 2014; Wah et al., 2014; Wang
et al., 2012b; Wauthier et al., 2012; Yi et al., 2012a,b), the majority of which solicit human
judgments or comparisons in order to actively generate a similarity matrix or other simi-
larity function. Approaches vary in terms of the types of queries given to human judges,
the algorithms used to aggregate their responses, and whether or not additional features of
each object are available to the algorithm. Some researchers focus primarily on the entity
resolution setting, in which the goal is to cluster together objects that refer to the same
entity (e.g., Marcus et al., 2011; Mazumdar and Saha, 2016; Vesdapunt et al., 2014; Wang
et al., 2012b), while others consider clustering more broadly.

Tamuz et al. (2011) designed an adaptive algorithm that estimates a similarity matrix
from human judgments based on comparisons of triples (“Is object A more similar to object B
or object C'?”). Their approach requires only a relatively small number of human judgments
to obtain a good approximation. Using this approach, they were able to answer questions
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like which necktie would be a good substitute for another, a task that would perhaps be
difficult for a machine without specialized human knowledge. As a complement to this
algorithmic work, Wilber et al. (2014) outlined and studied several user interface techniques
that allow high quality comparisons of triples to be collected faster.

Gomes et al. (2011) proposed a crowd-clustering approach in which each member of a
crowd is presented a relatively small set of objects and asked to cluster just these objects.
The sets of objects presented to different workers are distinct but overlap. The partial
clusterings generated by the workers are then aggregated into one full clustering of all
objects using an algorithm based on Bayesian inference.

Heikinheimo and Ukkonen (2013) took a different approach to hybrid clustering, propos-
ing a crowd-powered version of the k-means algorithm. Running the standard k-means al-
gorithm (Lloyd, 1982) requires the ability to perform two main operations:

1. Given a set S of objects and one new object x, find the object in S that is closest to x.

2. Find the center of a set of objects S, that is, the object in S with the lowest sum of
distances to other objects in S.

Heikinheimo and Ukkonen (2013) showed how to perform each of these operations with a
crowd. The first operation is straight-forward, assuming the size of the set S (which, in this
case, is the number of clusters k since S is the set of cluster representatives) is sufficiently
small: they simply present a worker with S and = and ask the worker which object in S
is closest to x. (Noisy responses from multiple workers can be combined using standard
techniques.) To perform the second operation, the researchers proposed the following simple
algorithm, which they call crowd-median. Each crowdworker is presented with a set of
three objects from the set S and asked which object is the outlier. After many such triples
have been presented to workers, the object chosen least often as the outlier is selected as
the center. The researchers gave both theoretical and empirical evidence that the output
of crowd-median coincides with existing definitions of a centroid, and empirical evidence
that the resulting crowd-powered k-means algorithms produces coherent clusters.

4.2 Hybrid Speech Recognition

Quickly and reliably converting speech to text requires a level of contextual understanding
beyond the capabilities of machines and a level of speed beyond the capabilities of most
humans. Closed captioning systems that rely on automatic speech recognition work very
well under ideal circumstances (for example, when the voice recording is high quality and the
system has been trained on data from the particular speaker), but can fail when presented
with low quality audio, speakers with novel accents, or language with technical jargon that
falls outside the vocabulary on which the system was trained. In these scenarios, professional
stenographers produce the best results, but high quality stenographers can be prohibitively
expensive and are not available on demand.

With this in mind, Lasecki et al. developed Scribe (Kushalnagar et al., 2012; Lasecki
and Bigham, 2012; Lasecki et al., 2012, 2013, 2017; Naim et al., 2013), a hybrid speech
recognition system that provides relatively inexpensive, real-time, and on-demand closed
captioning to deaf or hard of hearing users to help them understand lectures, meetings,
or other day-to-day conversations. As illustrated in Figure 1, Scribe combines algorithmic
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Figure 1: The architecture of Scribe. Image originally appeared in Lasecki et al. (2012).

techniques with the power of the crowd. As soon as a user starts recording, the recorded au-
dio is sent simultaneously to several crowdworkers. These workers are not expected to fully
transcribe the speech, which is generally not possible without a specialized stenotype key-
board. Instead, each worker transcribes sentence fragments. Scribe adjusts the speed and
volume of the speech adaptively for each worker in order to focus workers’ attention on dis-
tinct, overlapping components. It then uses multiple sequence alignment techniques (Edgar
and Batzoglou, 2006; Lermen and Reinert, 2000; Naim et al., 2013) to combine the work-
ers’ text into one complete and coherent stream that is delivered back to the user with a
delay of only a few seconds.

More recently, Gaur et al. (2015, 2016) developed an approach in which a single crowd-
worker is used to correct mistakes made by an automatic speech recognition system in real
time. The crowdworker views the transcription output by a speech recognition system while
listening to the corresponding audio. She then types out corrections to mistakes in the tran-
scription as she notices them. These corrections are automatically incorporated into the
appropriate spot in the transcription. Initial experiments showed that when this system
was run with crowdworkers from Mechanical Turk, the word error rate improved. However,
only 30% of possible corrections were made, leaving significant room for improvement in
future work (Gaur et al., 2015).

As new breakthroughs continue to improve automatic speech recognition (Yu and Deng,
2014), this hybrid approach may eventually become unnecessary. However, the ability for
speech recognition systems to achieve true human parity under nonideal conditions likely
remains far in the future (Bigham, 2017). This example shows that crowdsourcing can be
an effective way of compensating for a lack of sufficient machine learning or Al solutions
until a time when the technology improves.

4.3 Hybrid Scheduling

Several researchers have explored the potential use of hybrid intelligence systems to solve
complex tasks with global constraints or consistency requirements. Examples of such tasks
include itinerary planning (Zhang et al., 2012), taxonomy creation (Bragg et al., 2013;
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Chilton et al., 2013), and writing (Bernstein et al., 2010; Kim et al., 2017; Kittur et al.,
2011; Salehi et al., 2017; Teevan et al., 2016). In this section we describe Cobi? (André et al.,
2013; Bhardwaj et al., 2014; Chilton et al., 2014; Kim et al., 2013), a hybrid conference
scheduling system. Rather than enlisting the help of anonymous crowdworkers, Cobi is
based on the idea of “communitysourcing.” It draws on the specialized expertise of people
within a research community.

The problem of scheduling conference sessions can be viewed as a constrained optimiza-
tion problem in which the solver has no direct access to the constraints. The goal of confer-
ence organizers is to group similar talks together in sessions while minimizing conflicts be-
tween talks that are scheduled at the same time, but conference organizers generally do not
know which sets of talks attendees want to see. This optimization problem can be large; for
example, Cobi was used to map out the schedule of the Conference on Human Factors in
Computing Systems (CHI) in 2013, which required scheduling 400 talks in 16 parallel tracks.

Cobi was designed to efficiently collect information about attendee preferences from the
community and use this information to optimize the conference schedule. (It is worth noting
that the conference chairs always retain control and can choose to overwrite the optimized
schedule.) As one example, their “authorsourcing” component presents authors with papers
that are potentially similar to their own and asks which ones would be a good fit to appear
in the same session. In order to generate the lists of potentially similar papers in the first
place, their “committeesourcing” component makes use of hybrid clustering techniques like
those discussed in Section 4.1 (André et al., 2013).

Communitysourcing can be especially effective because the same people who are asked
to provide information also benefit from high quality end results. Although participants
were not directly compensated, when Cobi was first deployed at CHI, the authors of 87%
of accepted submissions opted to engage with the system.

Cobi was subsequently deployed several times for scheduling at both CHI and the ACM
Conference on Computer-Supported Cooperative Work and Social Computing (CSCW).
Anecdotally, users of the system found that the constraints generated by the authorsourcing
component were crucial for producing a schedule of coherent and nonconflicting sessions;
without this input the scheduler performed poorly.

4.4 Hybrid Forecasting

Significant resources are devoted to producing forecasts about geopolitical events and eco-
nomic indicators. Humans are flexible in their ability to reason about arbitrary events, but
human forecasts can be limited by cognitive biases or the inability to digest and process in-
formation at scale. Statistical and data-driven models, on the other hand, are able to take
advantage of vast quantities of available data, but are difficult to design and train for one-
of-a-kind events. Hybrid forecasting systems aim to combine the computational power of
machines with the flexibility of humans to produce accurate forecasts.

In the most basic hybrid forecasting systems, algorithmic techniques are used primarily
as a way to elicit and aggregate human-generated forecasts. One common example is a
prediction market (Berg et al., 2008; Wolfers and Zitzewitz, 2004), a financial market in
which traders can buy or sell securities with payoffs that are linked to future events. For

9. http://projectcobi.com
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example, in an election market, traders might buy or sell a security that is worth $1 if the
incumbent candidate wins and nothing otherwise. If a trader believes that the probability of
this candidate winning is p and wants to maximize her expected payoff, then she should be
willing to buy this security at any price less than $p, since with probability p she would get
$1. Similarly, she should be willing to sell at any price greater than $p. For this reason, we
can think of the current market price of this security as capturing traders’ collective beliefs
about how likely it is that the incumbent will win. Prediction markets can be operated as
continuous double auctions, much like the stock market, requiring very little algorithmic
ingenuity. However, when the level of trade is low, there can be advantages to operating
prediction markets using algorithmic market makers that automatically set prices based on
the history of trade (Chen and Pennock, 2007; Hanson, 2003). Prediction markets have
recently gained more attention in the machine learning community due to the discovery of
strong mathematical connections between these algorithmic market makers and no-regret
online learning algorithms (Abernethy et al., 2013; Chen and Vaughan, 2010).

As part of the Good Judgment Project (Schoemaker and Tetlock, 2016; Tetlock et al.,
2017; Ungar et al., 2012), a large-scale project funded by U.S. Intelligence, researchers eval-
uated and compared a wide range of algorithmic techniques for eliciting and aggregating
human forecasts, including prediction markets and prediction polls, in which forecasters are
asked to directly provide a probability estimate about the likelihood of an event. Through
a series of randomized controlled trials, they found that prediction markets produce more
accurate forecasts than those obtained by simply averaging forecasts from prediction polls.
However, even higher accuracy could be obtained by aggregating prediction poll forecasts
using more clever statistical methods (Atanasov et al., 2017) and extremizing aggregated
forecasts (Baron et al., 2014). They also studied the importance of identifying and teaming
up the top-performing individual forecasters (Mellers et al., 2015b) as well as the psycho-
logical traits shared by these top forecasters (Mellers et al., 2015a).

Building on lessons learned from the Good Judgment Project, the U.S. Office of the Di-
rector of National Intelligence has recently launched a new program aimed at producing
hybrid forecasting systems that more comprehensively integrate modern data-driven ap-
proaches with human forecasting capabilities.!”

4.5 Hybrid Intelligence Systems in Industry

So far we have focused on hybrid intelligence systems that have come out of the research
community, but it is worth mentioning that human-in-the-loop systems are widely used in
industry as well. To name just a few examples, Stitch Fix, which provides personalized style
recommendations, trains machine learning algorithms to suggest items that a user might
like and then sends the output of these algorithms to a human expert to curate and pare
down.'! Twitter employs contract workers to interpret search terms that suddenly spike
in meaning, often due to recent mentions in the media or pop culture that an algorithm
trained on stale data would miss.'? PatternEx uses machine learning to identify suspicious
activity that could indicate a security threat. This suspicious activity is then examined by a

10. https://www.iarpa.gov/index.php/research-programs/hfc
11. http://multithreaded.stitchfix.com/blog/2016/03/29/hcompl/
12. http://nyti.ms/2gz004K
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human, who determines whether there is a real attack, and the human’s feedback is used to
improve the system.!3 And even search engines like Google and Bing can be viewed as hybrid
intelligence systems, since the relevance judgments that are used to adaptively improve the
systems are generated by humans (Alonso, 2013; Alonso et al., 2008; Kazai, 2011).

5. Behavioral Studies to Inform Machine Learning Research

Within the past few years, there has been an increased interest, both from within and
outside the machine learning community, in understanding how humans interact with ma-
chine learning systems. Researchers are striving to make machine learning models human-
interpretable (Doshi-Velez and Kim, 2017; Jung et al., 2017; Koh and Liang, 2017; Lipton,
2016; Lou et al., 2012, 2013; Paul, 2016; Ribeiro et al., 2016; Ustun and Rudin, 2016), to
make machine learning tools easier to use (Brooks et al., 2015; Patel et al., 2010; Simard
et al., 2017), and to understand how algorithmic decisions impact people’s lives (Angwin
et al., 2016; Barocas and Selbst, 2016; Campolo et al., 2017; Chouldechova, 2017; Corbett-
Davies et al., 2017; Sweeney, 2013).

During the same time period, psychologists and social scientists have increasingly
turned to crowdsourcing platforms to run behavioral experiments that traditionally would
have been conducted on undergraduates in a physical lab. One of the papers frequently
credited with introducing Mechanical Turk to the psychology community, Buhrmester
et al.’s “Amazon’s Mechanical Turk: A New Source of Inexpensive, Yet High-Quality,
Data?” (Buhrmester et al., 2011), has been cited almost 5500 times according to Google
Scholar, and this number continues to rise. Crowdsourcing platforms provide fast and easy
access to large pools of subjects, and promote faster iteration between the development of
new theories and experimentation, allowing researchers to speed up their overall research
process (Mason and Suri, 2012). Additionally, studies have shown that classic psychology
and behavioral economics results can be replicated using crowdworkers (Horton et al., 2011;
Paolacci et al., 2010; Simons and Chabris, 2012; Suri and Watts, 2011). On the down side,
there are some concerns about overuse of subjects (Chandler et al., 2014; Peera et al., 2017),
with the same crowdworkers participating in many variants of the same standard psychol-
ogy experiments, with which they have become familiar.

These developments open up the opportunity for interdisciplinary research that uses be-
havioral experiments conducted on crowdsourcing platforms to improve our understanding
of how humans interact with machine learning and Al systems. This line of work goes be-
yond the idea of using crowdsourcing to evaluate one particular machine learning model or
user interface, as discussed in Section 3, and instead seeks a general understanding of the
components of human behavior that could inform the use and design of machine learning sys-
tems more broadly. Such experiments can help us develop better models of human behavior
that could be used, in turn, to develop better algorithms and interfaces (Chen et al., 2016).

It is worth noting that behavioral experiments and other crowdsourced user studies
could benefit other subfields of computer science as well, and there are already examples
where it has. For example, Mechanical Turk experiments have been used to study lay
people’s perceptions of password security (Ur et al., 2016) and perceptions of graphics and
visualizations (Heer and Bostock, 2010).

13. http://tek.io/1Vy01KB
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Compared with the bodies of work on crowdsourcing for data generation, model evalu-
ation, and hybrid intelligence, there is relatively little research in this area to date. In this
section, we describe a few examples of behavioral studies using crowdsourcing platforms
that have the potential to change the way we think about applications of machine learning
in the hope that these examples will inspire additional research.

5.1 Understanding Trust in Predictive Models

There is a large body of work cutting across psychology, management, and other research
communities that studies human trust in algorithmic predictions and models (Dietvorst
et al., 2015, 2016; Dazindolet et al., 2002; Logg, 2017; Promberger and Baron, 2006; Sinha
and Swearingen, 2001; Yeomans et al., 2017). While the earlier work was performed in
traditional labs, the newer studies primarily rely on crowdworkers or a mix of crowdworkers
and in-person participants (Dietvorst et al., 2015, 2016; Logg, 2017; Yeomans et al., 2017).
This body of work provides invaluable insights about how real end users interact with
machine learning systems in practice that can be put to use immediately in the design of
models and user interfaces.

As one example, there is significant evidence in the literature of algorithm aversion, a
phenomenon in which people fail to trust an algorithm once they have seen the algorithm
make a mistake, even if the algorithm outperforms human predictors (Dietvorst et al., 2015;
Dzindolet et al., 2002). This is worrisome since essentially all machine learning models make
errors at least occasionally. Dietvorst et al. (2016) ran a sequence of experiments, some on
crowdworkers and some on students, to examine the question of whether algorithm aversion
can be overcome using simple interventions. In particular, the researchers asked whether
people would choose to use an algorithm more if they were given the ability to intervene and
make minor adjustments to the algorithm’s prediction when they believed it to be wrong.

In one study, they asked crowdworkers to predict students’ test scores on a standardized
test using nine features such as the student’s favorite subject in school and the region of
the country the student lives in. Workers would be paid based on the accuracy of their
predictions. The workers were told that analysts had trained a model to make the same
predictions and were given the average error of the model (and thus explicitly told that the
model was not perfect). They were then asked to decide whether they wanted to use the
model or not. The workers were assigned to one of four randomized conditions. In the first,
workers were told that if they chose to use the model they would not be allowed to adjust the
predictions of the model at all. In the other three, workers were told that they would be given
the ability to adjust each prediction of the model by up to 2 points, 5 points, or 10 points
respectively. The researchers found that participants were indeed significantly more likely
to choose to use the model if they were given the ability to intervene and adjust the model’s
prediction. In both the adjust-by-5 and adjust-by-10 conditions, 71% of participants chose
to use the model, along with 68% in the adjust-by-2 condition. On the other hand, those who
would not have the opportunity to intervene only chose to use the model 47% of the time.

Participants in the conditions in which adjustments were allowed also had significantly
better predictive accuracy than those who were not allowed to adjust the model. This is
not because their adjustments helped; on the contrary, participants would have done better
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by always following the model exactly. They were more accurate because they were more
willing to rely on the model.

This finding has immediate implications about which strategies might help gain user
trust in machine learning models. In particular, users might be more willing to trust a
model if they have the ability to intervene. Even if this human intervention leads to a worse
prediction, allowing the intervention may still be beneficial because the user will be more
likely to use the model in the first place.

It is natural to imagine that similar ideas could be applied to study model interpretabil-
ity. As one very recent step in this direction, Poursabzi-Sangdeh et al. (2018) ran a large-
scale human-subject experiment on Mechanical Turk that was designed to test how two dif-
ferent attributes of a model (the number of features and whether the details of the model
are presented to the user or the model is presented as a black box) impact either users’ un-
derstanding of the model or users’ trust in the model. Unlike the experiments described in
Section 3.2, in which crowdworkers were used to evaluate the interpretability of one specific
model, Poursabzi-Sangdeh et al. (2018) tried to uncover how different factors of a model
influence different aspects of interpretability more broadly, with the goal of providing gen-
eral guidance on how to develop future interpretable models.

5.2 Understanding Reactions to Ads

Internet advertising is a huge business. Revenues from internet advertising in the U.S. alone
hit $72.5 billion in 2016, up 22% from the previous year.!* Naturally, significant effort is
devoted to developing and optimizing machine learning algorithms for online advertising,
especially in industry. New algorithms are generally put through rigorous A-B testing before
deployment to quantify and measure their impact when run on real users. However, one
might ask whether it is possible to design better algorithms using general insights about
human behavior that transcend any one particular algorithm.

Goldstein et al. (2013; 2014) set out to quantify the impact of “annoying” display ads
on user behavior, under the hypothesis that web publishers might be losing money and
driving away users by displaying annoying ads. They designed a two-stage experiment
run on Mechanical Turk. The first stage was designed to identify examples of “good” and
“bad” ads. To do this, they presented crowdworkers with overlapping sets of display ads
and asked for judgments of how annoying the ads were, a standard data labeling task as
discussed in Section 2.1. By aggregating these judgments across workers, they produced
lists of the most and least annoying banner ads.

In the second stage, Goldstein et al. (2013; 2014) ran a behavioral experiment aimed at
estimating how much monetary value web users get from not being subjected to annoying
ads. They posted another Mechanical Turk task in which workers were asked to label
emails from the Enron email database as either spam or not spam. Workers were randomly
assigned to different experimental conditions. Some workers saw good ads (as determined
in stage 1) next to each email, while others saw bad, annoying ads. A third group saw no
ads at all. The researchers also randomly varied how much users were paid for labeling
each email. Workers were free to label as many emails as they wanted. By comparing
the number of emails that workers chose to classify in each experimental condition, the

14. https://read.bi/2Ks0StR
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researchers produced an estimate of the amount of extra money it would be necessary to
pay workers who were exposed to bad ads in order to get them to perform the same number
of email classification tasks as those exposed to good ads or no ads at all. From that, they
were able to measure people’s annoyance at bad ads.

They found that people were willing to classify almost as many emails when shown
good ads compared with no ads at all, suggesting that displaying good ads does not hurt
publishers. The same was not true for annoying ads. The researchers estimated that they
would have to pay approximately $1 extra to generate 1000 views using a bad ad compared
with a good ad or no ad. This is a significant amount as a typical banner ad might cost $1-
$5 per 1000 views. In other words, publishers may very well be losing money by displaying
annoying ads unless they charge significantly more per view.

While there are some limitations to the applicability of these results (for example, it is
plausible that people react differently to ads when performing classification tasks than they
would when browsing the news), it is a valuable step towards a model of user reactions to
annoying ads. It is easy to imagine that such a model would prove useful when designing
machine learning algorithms for pricing and displaying banner ads.

6. Understanding the Crowd

In the previous section, we argued that crowdsourced studies of human behavior can be
valuable for understanding how lay people interact with machine learning systems. In this
section, we argue that such studies are also useful for understanding the behavior of the
crowd itself. This understanding helps us better model the crowd and allows us to define
concrete recommendations of best practices that can be put to use whether using the crowd
for data generation, model evaluation, hybrid intelligence systems, behavioral research, or
any other purpose.

The studies described in this section help us understand how real crowdworkers respond
to incentives, yielding immediately applicable guidelines for setting payments in addition
to more accurate ways of modeling crowd behavior in theoretical work on incentive design.
They tell us how to most effectively gamify crowdwork and provide other sources of intrin-
sic motivation for workers. They help us get a grip on the question of how widespread dis-
honesty is on crowdsourcing platforms, and how dishonest behavior can be mitigated. And
they show us that crowdworkers are not independent and isolated workers, but have a rich
social network.

6.1 Crowdworker Demographics

Over the years there have been several studies published that examine the demographics of
workers on Mechanical Turk. We mention only a few key statistics that help paint a picture
of the worker pool. These are based on a November 2016 snapshot from MTurk Tracker,'®
a project aimed at tracking the demographics of Mechanical Turk over time by continually
releasing tasks containing demographic surveys on Mechanical Turk to obtain up-to-date
information about workers (Difallah et al., 2015).

15. http://www.behind-the-enemy-lines.com/2015/04/demographics-of-mechanical-turk-now.html
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These statistics should be taken with a grain of salt for several reasons. First, worker
demographics change over time. For example, there is evidence that the worker pool on
Mechanical Turk is shifting to be more heavily composed of American workers due to
changes in Amazon’s rules and regulations (Silberman et al., 2015). Second, not all workers
on Mechanical Turk choose to work on surveys, so these statistics perhaps better reflect the
population of workers who do survey work. That said, these demographics are more or less
in line with those reported in other contemporaneous studies.

According to the MTurk Tracker data:

e About 70-80% of Mechanical Turk workers are from the United States, while about
10-20% are from India, but the breakdown of workers varies significantly throughout
the day. The prevalence of workers from the U.S. and India makes sense because
Mechanical Turk offers payment only in U.S. dollars, Indian rupees, or Amazon credit.

e The breakdown between male and female workers is fairly close to even, though it
varies a bit by country.

e For crowdworkers in the U.S., the (self-reported) median household income is in the
range of $40K-$60K, which is in line with the median U.S. household income. The
median for Indian workers is less than $15K, with many Indian workers reporting a
household income of less than $10K per year.

There is evidence that other crowdsourcing platforms, such as CrowdFlower and Pro-
lific Academic, attract more European workers and lower income workers than Mechanical
Turk (Peera et al., 2017).

Goodman and Paolacci (2017) provide a nice overview of the similarities and differences
between the population of Mechanical Turk workers and the U.S. population as a whole, as
well as the populations traditionally used for consumer studies.

The demographics of available workers vary widely based on the time of day and, to
a lesser extent, day of the week. Through a large study of intertemporal demographic
differences on Mechanical Turk, Casey et al. (2017) found that, even restricting attention
to workers from the U.S., the demographics of available workers change dramatically over
the course of a day. For example, they found that workers who completed their task at
night were more likely to be single than those who completed it in the morning, and more
likely to be completing the task on a smartphone.

6.2 Dishonesty Among Workers

Researchers may be deterred from using crowdsourcing due to concerns about the prevalence
of dishonest workers. In this section, we discuss the results of behavioral experiments aimed
at quantifying the presence of dishonest behavior on Mechanical Turk.

Suri et al. (2011) borrowed a trick from a lab study run by Fischbacher and Fo6llmi-
Heusi (2013) that allowed them to measure how trustworthy crowdworkers are on the whole
without the ability to detect individual lies. They posted a task on Mechanical Turk in
which each worker was asked to roll a die (or simulate rolling a die on an external website)
and report the value of her roll, a random number between 1 and 6. For completing this
task, the worker received a base payment of $0.25 plus an additional bonus of $0.25 times
her reported roll. For example, if a worker reported rolling a 4, she would receive a total
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payment of $1.25. Thus the workers, who knew that there was no way for the outcomes of
their rolls to be verified, were given a direct incentive to lie.

If all workers honestly reported the outcome of a die roll, the mean of the reported rolls
of the 175 participants in the study would be close to 3.5. The researchers instead observed
a mean reported roll of 3.91. On the whole, workers had a tendency to overreport rolls
of 5 and 6 and underreport rolls of 1 and 2. In fact, it is possible that roughly a third of
participants who rolled a 1 or 2 chose to misreport. (It is also possible that some participants
ignored the instructions to roll a die at all, choosing to report an arbitrary number.)

Suri et al. (2011) next examined whether increasing the ability of the task requester to
detect cheating would lead to higher levels of honesty. They conducted a variant of the
die rolling experiment in which each worker was asked to report the results of a sequence
of thirty die rolls instead of just one. Workers in this experiment received a base payment
of $0.25 plus the sum of their reported die rolls, for a total payment between $0.55 and
$2.05. This time, the mean reported role of the 232 participants was 3.57—still statistically
significantly higher than the expected mean of 3.5, but practically much closer. Only three
of the 232 experiment participants were found to have an average report significantly greater
than what would be expected if they reported their rolls honestly, and only one reported
the payoff-maximizing sequence of thirty rolls of 6. This suggests that dishonest behavior
may be less prevalent when there is a chance that this behavior will be detected (though
the results of the two experiments are not directly comparable since they were performed
at different times on potentially different populations).

Two recent contemporaneous studies (Chandler and Paolacci, 2017; Wessling et al.,
2017) examined whether crowdworkers misrepresent themselves in order to satisfy the el-
igibility criteria of tasks. Chandler and Paolacci (2017) asked over two thousand crowd-
workers to report whether they are the parent or guardian of a child with autism. Workers
were randomly assigned to one of two experimental conditions. In one, workers were told
that this question was part of a prescreening test for a subsequent study, while in another
(the control), they were not. 7.8% of workers in the prescreening condition reported being
the parent or guardian of a child with autism, compared with 4.3% in the control, suggest-
ing that at least 3.5% of workers in the prescreening condition provided a fraudulent re-
sponse. While 3.5% of workers may seem small, note that due to the low number of workers
who would truly qualify for a follow-up study based on this question, this level of dishon-
esty would lead to a high prevalence of impostors (45%) in a follow-up study. In a separate
study, the same researchers found that when payments were sufficiently high, 16% of par-
ticipants made a second attempt to pass a prescreening survey, identifying themselves as a
different gender after initially being blocked. Similarly, Wessling et al. (2017) provided ad-
ditional evidence of misrepresentation in prescreening tests.

Based on these findings, both papers include detailed discussions of best practices that
can be followed to mitigate dishonesty in prescreening tests. One recommendation is to
collect screening data as part of a stand-alone task ahead of time and call back eligible
participants later. As an alternative, when costs are not prohibitive, all workers can be
allowed to perform a task and those who do not meet the screening criteria can be filtered
out after all data have been collected.

All of this work suggests that the rate of dishonest behavior and spam depends on the
particular task and the motivation to lie. There is some anecdotal evidence that spammers

22



MAKING BETTER USE OF THE CROWD

are especially drawn to surveys (Mason and Suri, 2012) and multiple-choice questions (Rao
and Michel, 2016) since these are especially easy tasks to complete, so rates of spam may
be even higher on these questions.

It is worth noting that requesters on crowdsourcing platforms can be dishonest or oth-
erwise malicious too. For example, requesters may ask workers to create social media ac-
counts to post specific content or engage in other dodgy Internet marketing practices. It
fact, there are now entire crowdsourcing platforms in China specifically devoted to these
“crowdturfing” tasks (Wang et al., 2012a).

6.3 Monetary Incentives

One of the first questions that many researchers have when they decide to incorporate
crowdsourcing into their work is how much to pay per task. When crowdsourcing first
began to gain popularity among researchers, part of the appeal was the ability to generate
data or run experiments cheaply. For example, Snow et al. (2008) boasted that they were
able to offer workers $0.02 to complete a set of 30 annotations, obtaining 1500 annotations
per dollar. However, over the last decade, the views of the community have shifted as the
ethics of crowdsourcing have received more attention (Kittur et al., 2013; Salehi et al., 2015;
Silberman et al., 2010; Williamson, 2016). Although crowdworkers are legally considered
contractors, making minimum wage laws inapplicable, guidelines put forth by the Dynamo
project'® (Salehi et al., 2015) recommend paying the equivalent of the current U.S. federal
minimum wage or more. An effective and widely used method of setting the payment for
a task is to first estimate the time it takes to complete the task (for example, by asking
colleagues or students to try out the task, or by posting a small test batch of tasks) and then
use that estimate to ensure that the per-hour payment is higher than U.S. minimum wage.

A natural question is whether paying higher wages increases the quality of work. There
is evidence that, at least in some scenarios, the answer is no. Several behavioral studies
examining the impact of payments on quality found that setting higher payments increased
the quantity of work that crowdworkers were willing to do, but not the quality (Buhrmester
et al., 2011; Litman et al., 2014; Mason and Watts, 2009; Rogstadius et al., 2011). Mason
and Watts (2009) conjectured that this might be due, at least in part, to an anchoring effect:
workers’ opinions about fair payment rates are anchored by the payments they are offered.
In one of their experiments, workers were asked to sort sets of images and were randomly
assigned to experimental conditions in which they received $0.01 per task, $0.05 per task,
or $0.10 per task respectively. (All tasks were advertised at a rate of $0.01 and additional
payments were made via bonuses to avoid selection effects.) In a post-hoc survey, workers
who were paid $0.01 felt they should have received $0.05 for the task on average, while
workers who were paid $0.05 felt they should have received $0.08, and workers who were
paid $0.10 felt they should have received $0.13.

On the other hand, two recent studies have shown that in other scenarios, higher pay-
ments do increase work quality (Ho et al., 2015; Ye et al., 2017). There are several possible
reasons for this discrepancy. One is that the type of task being performed might impact the
effectiveness of increased payments. Ho et al. (2015) and Ye et al. (2017) both used “effort-
responsive tasks”—tasks for which workers are able to improve their output by spending

16. http://wiki.wearedynamo.org/index.php/Guidelines_for_Academic_Requesters
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more time or effort—in their studies, whereas the study mentioned above used a task that
was fairly easy to complete without much effort. Mason and Watts (2009) did use an effort-
responsive task (solving word puzzles) in a second study, but found that for this particu-
lar task, worker quality was more correlated with enjoyment of word puzzles than the rate
of pay offered, an argument that intrinsic motivation (the topic of Section 6.4) can over-
power monetary incentives. Another possibility is that in some studies, payments were so
low that the differences between conditions were not salient. Buhrmester et al. (2011) of-
fered either $0.02, $0.10, or $0.50 for up to 30 minutes of work, while Ho et al. (2015) and
Ye et al. (2017) aimed to pay at least minimum wage and had larger per-hour gaps between
payments in different experimental conditions.

While this research is somewhat inconclusive, it does appear that paying higher wages
consistently increases the number of tasks that crowdworkers are willing to perform and
therefore speeds up the rate at which a requester’s tasks are completed.

Another body of work is aimed at answering the question of whether the quality of
crowdwork can be improved through the use of performance-based payments, payment
schemes that explicitly reward crowdworkers for higher quality work (Harris, 2011; Ho et al.,
2015; Shaw et al., 2011; Yin et al., 2013, 2014). While in theory, such payment schemes
could be arbitrarily complex (Ho et al., 2016), in practice they are generally implemented in
the form of a bonus payment awarded for exceeding a particular quality threshold. Bonus
payments of this form are common on Mechanical Turk.

Here, too, results have been mixed. Harris (2011) asked workers to evaluate the rele-
vance of resumes and found that performance-based payments increased both quality and
the amount of time that workers spent on the task. On the other hand, Shaw et al. (2011)
compared fourteen incentives schemes, including four that involved performance-based pay-
ments, and did not find significant increases in quality, and Yin et al. (2013) varied the
bonus sizes offered to workers and found no significant difference in quality between exper-
imental conditions.

The most comprehensive experimental study of performance-based payments was per-
formed by Ho et al. (2015). They showed that performance-based payments can improve
quality for particular tasks (again, those that are effort-responsive). They found that the
effectiveness of performance-based payments is not heavily dependent on the precise quality
threshold chosen. They also tested how sensitive their results were to the size of the bonus
offered and found that as long as the bonus offered was big enough, quality improved. Of-
fering a very small bonus (say, $0.05 on a $0.50 base payment) actually led to a small ap-
parent decrease in performance, though this decrease is not statistically significant. This
may explain the negative results of Shaw et al. (2011), since their bonus payments were
very small ($0.03 on a base payment of $0.30). It may also explain the results of Yin et al.
(2013), who considered only bonuses that were relatively large compared with the base, a
regime in which Ho et al. (2015) also saw no statistically significant differences in quality
when varying the bonus size.

It is not always immediately apparent whether or not a task is effort-responsive. As an
example, Ho et al. (2015) were surprised to find that handwriting recognition is not. When
they gave workers a handwriting recognition task, the majority of workers were able to
identify most words with little effort. When workers could not make out a word, additional
time spent did not help. The researchers suggest that to determine whether or not a task

24



MAKING BETTER USE OF THE CROWD

is effort-responsive, a requester should run a pilot experiment in which they ask workers to
complete the task for a fixed payment and examine the relationship between time spent and
quality of results. The results of such a pilot could be used to determine an appropriate
payment scheme for the task.

6.4 Intrinsic Motivation

In addition to monetary incentives, researchers have also explored the ways in which intrinsic
sources of motivation, such as having fun or doing meaningful work, affect the quantity and
quality of work that crowdworkers perform. This research is important for informing the
design of volunteer-based or citizen science platforms, like the Zooniverse!” and Science at
Home!®, as well as paid crowdsourcing platforms like Mechanical Turk.

In one study, Chandler and Kapelner (2013) found that crowdworkers are more active
when the tasks they are asked to perform are framed as meaningful. The researchers re-
cruited workers on Mechanical Turk to label medical images. In one experimental condi-
tion, workers were told that they were labeling tumor cells and that the results of their
work would be used to assist medical researchers. In the control condition, they were given
no context for the task at all. In a third condition, they were given no context and addi-
tionally told that the labels they generated would not be recorded; that is, all of their work
would be discarded. The researchers found that when workers were told their work would
benefit medical research, the quantity of work that they produced increased compared with
the control, but their work was not significantly more accurate. On the other hand, when
workers were told their work would be discarded, the quality of their work was worse than
the control, but the quantity of work produced was similar. Similar effects were observed
by Rogstadius et al. (2011), who compared the behavior of workers who were told they
were performing work for a nonprofit organization “dedicated to saving lives by improving
health throughout the world” with workers who were told they were working for a for-profit
pharmaceutical manufacturer. This work suggests that when the task being performed has
the potential to do good in the world, it is worth emphasizing this to the workers.

Gamification is an another effective way of increasing crowdworkers’ motivation that
can be applied in both paid and unpaid crowdsourcing settings (Feyisetan et al., 2015; Lee
et al., 2013; von Ahn and Dabbish, 2008). Von Ahn and Dabbish (2008) pioneered the
study of “games with a purpose,” computer games in which players, as a side effect of their
play, accomplish tasks that are difficult for machines, such as generating training data for
machine learning algorithms. For example, in the ESP Game (von Ahn and Dabbish, 2004 )
(now the Google Image Labeler), randomly matched pairs of players are presented with an
image and asked to type in words that describe it (i.e., labels), as in Figure 2. The players
receive points if both members of the pair produce the same word. Since players are unable
to communicate with each other, their best strategy for producing the same word is to type
in words that are relevant to the image, thus providing useful labels. As another example,
Verbosity (von Ahn et al., 2006) is a game designed to collect common-sense facts about
objects. Players are again randomly paired, with one partner serving as a describer and
the other as a guesser. The describer is given an object (such as a sock) and asked to list

17. https://wuw.zooniverse.org
18. https://www.scienceathome.org
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Figure 2: A screenshot of the ESP Game. Image originally appeared in von Ahn and
Dabbish (2008).

facts about the object (“it is a kind of clothing” or “it is related to feet”). The guesser is
shown these facts and must try to guess the object as quickly as possible. To win, it is in
the describer’s best interest to come up with facts that succinctly and accurately describe
the object, which then become a part of a database of common knowledge statements.

Von Ahn and Dabbish (2008) credit the success of these games in part to following known
game-design principles, such as incorporating extra challenges through game features like
timed responses, score keeping and leaderboards, and randomness (Malone, 1980, 1982).
However, there are some caveats of gamification. Hamari et al. (2014) recently conducted an
extensive survey of the literature on gamification and found that it is more successful with
some types of users than others, and may generally be less effective in scenarios in which
people are prone towards exhibiting rational behavior, which may include paid crowdsourc-
ing sites since at least some crowdworkers are already be in the mindset of maximizing pay.

Law et al. (2016) examined the possibility of appealing to workers’ curiosity as a source
of intrinsic motivation. Their work was inspired by the information gap theory of curiosity,
which suggests that when people are made aware that there is a gap in their knowledge, they
actively seek out the information needed to fill in this gap. They suggested several “curiosity
interventions” aimed at stoking workers’ curiosity and showed that these interventions led to
workers completing more tasks and performing better. Curiosity interventions are especially
effective on tasks that are inherently less interesting.

6.5 Crowdworker Communication and Forum Usage

Finally, several recent papers have explored the questions of how, why, and to what extent
crowdworkers communicate with each other.

Gray et al. (2016) conducted a mixed-method study to understand communication
among crowdworkers on four crowdsourcing platforms. Through extensive ethnographic
fieldwork and in-person interviews with 118 crowdworkers in India, the researchers uncov-
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ered three common categories of communication among workers. First, workers help each
other with administrative overhead in order to reduce their costs. For example, a crowd-
worker might seek help figuring out how to receive her payments from a crowdsourcing plat-
form, which can be nontrivial for Indian workers. Second, crowdworkers share information
about good tasks and reputable (or irreputable) task requesters. Third, crowdworkers help
each other complete specific tasks. More generally, crowdworkers seek each other out to
recreate the social connections and support structures that are common in most traditional
jobs but missing from crowdwork. This idea that crowdworkers communicate and collabo-
rate with each other is supported by the work of Gupta et al. (2014), who also conducted
interviews of crowdworkers in India.

This line of work suggests that crowdworkers are not independent, but rather that there
is a hidden communication network among workers. Yin et al. (2016) attempted to quan-
tify and map the hidden network of workers on Mechanical Turk in order to better under-
stand its scale and structure as well as how is it used. To do this, the researchers designed
and launched a task on Mechanical Turk. When a worker accepted the task, she was first
asked to create a nickname for herself. She then filled out a brief demographic survey and
was asked to answer two free-form questions about her experiences on Mechanical Turk:
why she started Turking and what motivated her to keep Turking. (These questions were
selected based on the results of a pilot study in which crowdworkers were asked what they
most wanted to know about other crowdworkers, with the goal of generating interesting
questions.) The worker was then asked to pause and swap nicknames with other workers
she knows who had already completed the task or might be interested in completing it. If
she entered another worker’s nickname, she was asked several questions about their com-
munication patterns, and an edge was created between them in the network. Finally, the
worker was given the chance to explore the partially constructed network, viewing basic
information on all workers (including their answers to the two free-form questions above),
and more extensive information about those workers with whom she had exchanged nick-
names. She was also given a personalized link she could use to return to the network later
and add more connections.

The resulting communication network is shown in Figure 3. Over a period of several
weeks, 10,354 workers completed the task. (Stewart et al. 2015 estimated the number
of active workers on Mechanical Turk to be only 7,300, so it is likely that this task was
completed by a large fraction of active workers, mitigating potential issues with sample
bias.) These 10,354 workers reported a total of 5,268 connections. Since workers were not
financially incentivized to add connections, this number is probably an underestimate of
the true number of connected pairs. Roughly 13% of workers were connected to at least
one other worker. On average these workers had 7.6 connections, and the maximum degree
of any worker was 321. The largest connected component contained 994 workers, or about
72% of connected workers.

While many different methods of communicating were reported, by far the most com-
mon was through online forums. In fact, 90% of all edges were between pairs of workers
who communicate via forums. This finding is in line with other work that examined the
important role that forums play in crowdsourcing (Martin et al., 2014). Different online fo-
rums create different but overlapping subcommunities in the network, as illustrated in Fig-
ure 4. The researchers’ analysis showed that these subcommunities differ in terms of topo-
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Figure 3: The communication network among Amazon Mechanical Turk workers. Image
originally appeared in Yin et al. (2016).

logical structure, dynamics, and the content of communication, with some acting more as
social communities and others more like broadcasting platforms.

Although it is impossible to establish causal claims on the basis of their study, Yin
et al. (2016) did find correlations between a worker’s connectivity and different measures
of success on Mechanical Turk. In particular, they found that connected workers tended to
find their task faster, were more likely to have been active on Mechanical Turk longer, were
more likely to have achieved Mechanical Turk’s “Master” qualification, and had a higher
approval rate on average.

The high level of communication among crowdworkers and widespread use of forums
have several immediate implications for researchers. First, researchers should keep in mind
that the set of crowdworkers who choose to do a task may not be an independent sample of
the worker pool since workers often share good tasks. Second, it can be in a researcher’s best
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(a) Reddit HWTF (¢) TurkerNation

(e) MTurkForum

(b) MTurkGrind (d) Facebook

Figure 4: Subnetworks for Reddit HWTF (magenta), MTurkGrind (red), TurkerNation
(green), Facebook (blue), and MTurkForum (black). Images originally appeared
in Yin et al. (2016).

interest to monitor popular forums such as Turker Nation!'”, MTurk Forum?’, and Reddit
HITs Worth Turking For?! while their tasks are running to be aware of any potential issues
that workers are discussing.

7. Discussion and Additional Best Practices

We have explored examples of four different ways in which machine learning researchers can
put crowdsourcing to use in their own research: to generate data, to evaluate and debug
models, to build hybrid intelligence systems, and to run behavioral experiments that inform
the design of future machine learning systems. We have also reviewed the results of a variety
of behavioral and user studies aimed at understanding the crowd and have discussed the
implications of these studies for researchers who use crowdsourcing in their own research.
We conclude this survey with a discussion of additional crowdsourcing best practices that
are rarely mentioned in the literature, despite their importance to the success of a project.

19. http://turkernation.com
20. http://www.mturkforum. com
21. https://www.reddit.com/r/HITsWorthTurkingFor/
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7.1 Maintain a Good Relationship With Crowdworkers

There are several reasons why it can be valuable for a researcher to build a relationship with
the community of crowdworkers and maintain a good reputation among them. As discussed
in Section 6.5, workers share information about both tasks and requesters among themselves,
especially through forums. Workers will be discouraged from accepting a task if other work-
ers have complained about bugs, slow payments, or other issues. Experienced Mechanical
Turk workers also commonly use tools like TurkOpticon?? that allow them to view requester
ratings broken down by communicativity, generosity, fairness, and promptness (Irani and
Silberman, 2013). There are also tools available that allow workers to be notified when a fa-
vorite requester posts a new task. Being known as a good requester therefore brings more at-
tention to one’s tasks, while being known as a bad requester can deter experienced workers.

To maintain a good reputation, researchers should actively monitor and respond to any
email or questions from workers so that any potential problems or bugs can be caught
quickly. It is worth planning in advance to make sure that someone will be available to
communicate with workers while a new task is running.

Researchers should pay fair wages (at least the equivalent of U.S. federal minimum wage,
as discussed in Section 6.3) and approve work quickly since on many platforms workers are
not paid until their work is approved. It is also good practice to avoid rejecting work. On
Mechanical Turk, for example, a lowered approval rate can have a damaging effect on a
worker’s ability to find new work. Rejecting the work of a well-meaning worker who makes
a mistake can therefore harm that worker’s future income (Mason and Suri, 2012).

Finally, researchers should strive to be a ethical requesters. A good way to start is by
reviewing the Dynamo project’s guidelines for academic requesters® (Salehi et al., 2015).

7.2 Good Task Design Matters

Crowdworkers cannot be expected to excel at a task with unclear instructions or a confus-
ing user interface. Any ambiguity will increase the rate of errors since it is difficult and
time consuming for workers to ask clarifying questions (Rao and Michel, 2016). Both the
instructions and UI should be piloted on a small batch of workers to make sure that they
are clear before launching a task at a large scale. Some evidence suggests that including
examples in a task’s description or instructions is correlated with lower levels of confusion
among workers and with workers more quickly accepting the task (Jain et al., 2017). In-
cluding quiz questions can also be an effective way to check for clarity. In addition to in-
creased clarity, an attractive and easy-to-use UI may help keep workers engaged.

7.3 Pilot, Pilot, Pilot

Last but not least, the effective use of pilots is crucial to a project’s success. Crowdsourcing
platforms allow for quick and easy iteration of task design and experimentation (Mason
and Suri, 2012). One of the primary benefits of crowdsourcing platforms is the ability to
quickly pilot new or modified task designs on small batches of crowdworkers before making
a commitment. As is the case with any software system, tasks often have bugs that are

22. https://turkopticon.ucsd.edu
23. http://wiki.wearedynamo.org/index.php/Guidelines_for_Academic_Requesters
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hard to catch until they are deployed on real users. It is often best to launch a task slowly,
iterating as many times as necessary to ensure that the task is clear and bug-free.
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