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Abstract

To find optimal decision rule, Fan et al. (2016) proposed an innovative concordance-assisted
learning algorithm which is based on maximum rank correlation estimator. It makes bet-
ter use of the available information through pairwise comparison. However the objective
function is discontinuous and computationally hard to optimize. In this paper, we consider
a convex surrogate loss function to solve this problem. In addition, our algorithm ensures
sparsity of decision rule and renders easy interpretation. We derive the Lo error bound of
the estimated coefficients under ultra-high dimension. Simulation results of various settings
and application to STAR*D both illustrate that the proposed method can still estimate
optimal treatment regime successfully when the number of covariates is large.
Keywords: concordance-assisted learning, optimal treatment regime, L; norm, support
vector machine, variable selection.

1. Introduction

A treatment regime is a decision rule that tailors treatment for each individual. Instead of
randomly assigning treatments, we can select a specific treatment among a few options for
each patient based on his or her clinical, genetic and other health information. A decision
rule is a procedure to decide which treatment should be picked and it is a function of
available information for each patient. Optimal treatment regime aims to find the decision

rule that would yield the most favorable outcome.

Besides treatment type, treatments
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of interest also include different treatment combinations and dosage level variation. In
reality, it often occurs that large number of patient level covariates are available. However,
many of them have no qualitative interaction with treatment effect. Covariates may also
be correlated with each other. Under such circumstances, variable selection for optimal
treatment regime is necessary to avoid overfitting and increase model interpretation.

Many learning algorithms have been proposed to estimate optimal treatment regime
(Qian et al. 2012). Watkins and Dayan (1992) modeled the conditional expectation of
outcome (Q-function) and obtained the optimal treatment regime through maximizing the
Q-function. Qian and Murphy (2011) extended Q-learning using [/1-penalized least square
(PLS). The estimator derived from the two-step procedure may not be consistent if the con-
ditional mean is misspecified. Instead of modeling the outcome, Murphy (2003) proposed
the advantage learning (A-learning) algorithm, which is based on modeling contrast func-
tion. A contrast function is the difference in potential outcome given different treatments.
Lu et al. (2011) considered model selection for estimating optimal treatment regime via
penalized least square. A-learning is more robust than Q-learning since it does not require
a correct specification of the baseline function but a correct model of interaction term is still
needed. In literature, it is common to adopt parametric models for Q-function or contract
function. As a result, the corresponding decision rule derived from Q-learning or A-learning
may be biased.

To further reduce the impact of model misspecification, Zhang et al. (2012) proposed
a value function estimator using inverse probability weighting. The optimal decision rule
is derived by maximizing the value function estimator. Zhao et al. (2012) proposed the
outcome weighted learning (OWL) algorithm. The OWL approximates optimal treatment
decision estimation by transforming an objective function in Zhang et al. (2012) to a classi-
fication loss. Larger reward observed indicates higher chance that the optimal decision rule
would recommend the same treatment as the patient actually received. Song et al. (2015)
extended this method to penalized outcome weighted learning (POWL). Penalty functions
include lasso (Tibshirani 1996) and SCAD (Fan and Li 2001).

Value search methods suffer from slow convergence and computation difficulties. Fan
et al. (2016) proposed a novel concordance-assisted learning (CAL) algorithm to estimate
optimal decision rule. Concordance function is motivated by maximizing value function
using pairwise comparison between patients. Since concordance function can be estimated
by a much smoother function, better asymptotic results can be obtained.

In this paper, we show that concordance-assisted learning algorithm can be transformed
to a classification problem. We replace 0-1 loss by a continuous surrogate function. In order
to improve the accuracy of optimal treatment regime and interpretation of decision rule,
we conduct variable selection by adding lasso penalty to the objective function. We derive
error bound of the proposed estimator under ultra-high dimension. We illustrate that the
proposed estimator has better performance than existing popular methods under different
scenarios together with a clinical trial study.

In Section 2, we reviewed and developed the concordance-assisted learning algorithm.
We continued to derive the Ly error bound of coefficient estimation in Section 3. Section 4
demonstrates the performance of sparse concordance-assisted learning at different settings.
We present results of the proposed method for the STAR*D clinical trial in Section 5. The
proofs of all lemmas and theorems are provided in the Appendix.
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2. Method

In this section, we first introduce notations and explain its usage. It is followed by a
concordance-assisted learning overview. We then propose the sparse concordance-assisted
learning algorithm and provide an algorithm to calculate the proposed estimator using
Douglas-Rachford splitting method.

2.1 Notation

Let X; = (X1, Xi2, .oy Xl-p)T denote the vector of covariates measured for the i-th patient,
A; the assigned treatment and Y; the outcome after treatment. Let X = (X1, Xo, ..., X»)T
denote the feature matrix. Assume that (X;, A;, Y;) are independent, identically distributed.
Y is a continuous variable and larger value of Y indicates better treatment effect. Denote
g(X) as the individualized treatment regime (ITR), P9 as the joint distribution of (X, A =
9(X),Y), E9(Y) as the expected outcome if all treatments follow g(X ). From now on we
consider the case of a binary treatment, i.e., A takes values in {0,1}. Denote p(a, X) =
E(Y|A = a,X), Zhang et al. (2012) shows that ¢°?*(X) = I{u(1,X) > p(0,X)}. Here
g°P!(X) represents optimal treatment regime.

We also assume stable unit treatment value assumption (SUTVA) and no-unmeasured-
confounders assumption holds. SUTVA(Rubin 1980), ie., Y = I(A = 0)Y*(0) + I(A =
1)Y*(1), assumes that no interference exists between treatments of different units and no
same treatment variation exists for different units. Y;*(a) is the potential outcome af-
ter receiving treatment a for subject i. The no-unmeasured-confounders condition, i.e.,
{Y*(0),Y*(1)} L A;|X;, implies all variables that affect treatment assignment or treatment-
specific outcomes are observed. The second assumption holds in a randomized trial.

2.2 Concordance-assisted Learning Overview

Concordance-assisted learning estimates optimal treatment regime by comparing the out-
come gain of different treatments between individuals. Maximum Rank Correlation (MRC)
estimator (Kendall 1938, Han 1987, Cavanagh and Sherman 1998) is chosen to estimate
the concordance function. CAL further relaxes parametric assumptions and allows for more
flexibility. Fan et al. (2016) showed that under certain conditions, optimal treatment regime
estimated by concordance-assisted learning is the same as optimal treatment regime esti-
mated by maximizing value functions.

The true optimal decision rule may not be linear, however, throughout the paper, we
only search the optimal decision rule within the class of linear decision rules, i.e. g(X) =
I(BTX > j39). This is partly because that linear decision rules are much easier to compute
and interpret compared with nonlinear decision rules, and they generally can achieve high
accuracy. CAL is a two-step procedure that first estimates the prescriptive index, i.e., a set
of decision rules with fixed covariate weights by maximizing the concordance function:

C(8) = B{{y7 (1) = ¥ (0)] - [¥; (1) = Y] ()} (8" X, > 87 X;) }

and then threshold estimator is optimized based on the prescriptive index estimator. Let
D(X;) be the expected outcome gain of treatment 1 for the i subject, i.e. D(X;) =
E(Yi|A; =1, X;) — E(Y;]A; = 0, X;). Concordance function is motivated by the following
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idea: for pairwise subjects ¢ and j, larger D(X;) — D(X;), which means subject i would
benefit more by taking treatment 1 compared to subject j, requires larger 87 X; compared

TY .
to B* Xj;.
Define w; = 1% n'(jgc )H{i};g‘}x i)} here v(X;) is any arbitrary function and 7 (X;) =

P(A; = 1]|X;) is the propensity score. In practice we choose v(X;) to be the mean response
of the patients who receive treatment 0. Given X;, w; is an unbiased estimator of D(Xj).
The proof is given in Appendix C. Concordance-assisted learning can be summarized as
follows:

1 Estimate the prescriptive index:

3 1 W BTX > 8T X,
ﬁ—aﬁgﬂn?xm ;(wz w;)I(B" X; > B X;).

2 Estimate the threshold using the inverse probability weighted estimator (IPW) pro-
posed by Zhang et al. (2012):

~ (Vi — v(X)H{A; = §(X0)}
50‘“7"9’”” ZA X))+ (1 - Al —m(X))}’

9(X3) = 1(B" X, > fo).

Although in general the concordance-based estimator does not always lead to the ac-
tual optimal decision rule, under certain conditions, concordance-based estimator is the
maximizer of value function (Fan et al. 2016). Concordance-based estimator has attractive
properties, including faster convergence rates, known asymptotic distribution (normal) and
easy optimization. It is a very promising approach for optimal treatment regime estima-
tion. In the next section, we will introduce sparse concordance-assisted learning (SCAL).
Compared to CAL, it is easier to optimize and can achieve satisfactory accuracy under high
dimension.

2.3 Sparse Concordance-assisted Learning
Notice that solving for B is equivalent to minimize:
1
nn—1) Z(’wi —w)) (8" X; < B"X;),
i#] (1)
subject to ||3]] = 1.

(1) is equivalent to minimizing (see Appendix B):

> (wi—wy)I(B"X; < BT X)),

w; >Wj

subject to ||8]] = 1.

This alternative expression reduces computation cost and ensures the convexity of the
objective function. We replace the indicator loss function with the hinge loss. Hinge loss is
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a convex upper bound of the 0-1 loss function. It is often used for support vector machine
(Cortes and Vapnik 1995), a popular classification method with good performance (Gordon
2004). The optimization of hinge loss function can be solved in polynomial time. Due to
the high dimension of p, we use lasso penalty to estimate the optimal treatment regime
and perform variable selection simultaneously. Lasso penalty also helps reduce the variance
of the fitted coefficients (Zhu et al. 2004). The prescriptive index estimated by the sparse
concordance-assisted learning algorithm (SCAL) is:

. 2
3 = argmin

1) > (wi—wj)[l—ﬁT(Xz‘—Xj)LJr/\;Wj\-

w;>w;
We then estimate the threshold parameter Sy by:
. 1 — .
Bo = argg?axﬁ ; w (BT X; > Bo).

The threshold parameter fy is estimated through grid search. In practice, the search
range is [min(87 X;), max(87 X;)], 1 <i,j < n.
We sort the subjects by descending order of w;. Therefore,

n n n n
DD (wi—wp(wi —w; >0) =% Y (wi —wy). (2)
i=1 j=1 i=1 j=i+1
The objective function of SCAL can be written as:

(3)

p
B = argmin——— w;(1— 87D + XY |5
s n(n—1) P ! ‘ j; /
XlT—XQT w1 — Wy
X%F—Xg w] — W3
D = Xif—XZ; , ow= | w —w,
XQT—X3T w92 — W3
X' - xT wWo — W
2 4 2 4

The optimization problem in step 1 is a weighted L;-SVM problem. The objective
function is convex and piecewise linear and many algorithms have been proposed to solve
this problem. It can be solved by various linear programming and convex packages. Zhu
et al. (2004) proposed an algorithm to compute the whole solution path. Iterative algorithm
like Spingarn’s Method is another good way to solve this problem. We use three methods:
CVX, a package for specifying and solving convex programs (Michael and Stephen 2014,
Grant and Boyd 2008), GLPK (GNU Linear Programming Kit, glp 2016) and the method
proposed by Spingarn (1985) to find the minimizer. Spingarn’s method of partial inverses
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implements Douglas-Rachford splitting for equality constrained convex problem (Douglas
and Rachford 1956). We add ancillary variables 8 and reformulate (1) as:

minfi1(8) + f2(6)
subject to 0 = Df3

where £1(8) = MBIl f2(8) = &) suy(1 — D).

The iterative algorithm is as follows:

Repeat

1. Vl+ = (pmfb“tfl (B), proxy, (0)>, where
[proz.y, (B)]; = S(Bj,tA),
S is soft thresholding operator: S(z, ) = sgn(x)(|z| — A) 4.
1 NS [l—tdwi,l],

[prozty,(B)]i = 0; 6>1,
0; + tow; 0 <1-—tow;.

I
2. ‘/2+ = (D) R TR |:P1(2‘/1+ - ‘/3) + DTP2(2‘/1+ - ‘/3) )

Pi(B,0) =B, P,(B,0) =0, RRT = I + D" D is Cholesky decomposition.
3. Vit =3+ Vot — VT

until convergence.
Output: 3

We keep step-size parameter t fixed at 1. The convergence is guaranteed (Spingarn
1985). The iterative algorithm greatly reduces memory and time cost. Under the case of
ultra-high dimension, preprocessing requires O(p®) work to form and compute Cholesky
decomposition and O(p?) work per iteration. In summary, CVX is the least computational
efficient way to estimate prescriptive index and Spingarn’s Method is the only approach
that can handle STAR*D trial in terms of its scale.

3. Error Bound for Order-2 U Statistics
Define 8* = argmingL(B) where
L(B) = E{(wi —wj) I (w; —w; > 0)[1 — (X; — Xj)Tﬁh}-
Then the gradient vector and Hessian matrix of the loss function L(3) are:
S(8) = —B{ (wi — wy)I(wi — w; > OI[1 — (XT - XD)B 2 0)(X: - X;)},

H(B) = B{ (wi — w))(w; = w; > 0)Diracs[1 - (X[~ X])B)(X; - X,)(XT - X[},
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where Diracd is the Dirac delta qunction. Denote the index set of active features as T =
{1<j<p:8;#0}and |T| = q. B(A) = argmin l,(B, ) is an estimator of 3, where
B

n n

1(B.Y) = s 30 Y (s ) = wy > 0)[1 = (X = X)L + Mgl

i=1 j=1

We assume the following regularity conditions:

(A1) The densities of X;, i =1, 2, ... are continuous and have common support in RP, and
there exists a constant My > 0 such that | X;;| < My, i€ RT, jel,..,p

(A2) Denote Z;; = X I —XJT with probability density function f*(z). There exists B(0, do),
a ball centered at 0 with radius 6o > 0 such that E[(w; — w;)I(w; — w; > 0)|Z;; =
zij]f*(zij) > 03 for eVery z;; € B(O, (50)

(A3) [ E[(w; — wj)I(w; —wj > 0)|2z]zf*(z)dz # 0 for some k.

(A4) There exists a constant M; s.t. max ff:ﬂ# < M almost surely.
deRr:||d||o<2q 5 14|13

(A5) Denote ¢ = g% where ¢ is a constant satisfying A > ¢||S(8%)||oc, T is the set of

significant coefficients (non-zero coefficients). There exists a constant My > 0 such that

T *
min Gy
deRr:|d|lo<q.||dr||1>el|drell 2

(A6) ¢ = O(n®) for some 0 < ¢; < 3.

(AT) There exists a constant M3 such that for any war, P(Jwi| > war) < exp(—F).

Condition (A1) ensures H(3) is well-defined and continuous in 3. Condition (A2) is similar
to condition (A2) in Koo et al. (2008). It guarantees L(3) — oo as ||3|| — oo and further
guarantees the existence of 3*. Condition (A3) implies that 8* # 0. Condition (A4) gives
the upper bound of restricted eigenvalue (RE). It can guarantee the Gram matrix is positive
definite over a subset of vectors (Bickel et al. 2009). Condition (A5) gives the lower bound
for restricted eigenvalue of H(3*). Condition (A6) restricts the divergence rate for the num-
ber of none-zero variables. Condition (A7) is a popular distribution assumption in literature.

Lemma 1: Assume condition (A1) and (A7) satisfied. Suppose A = c\/32A(a)(logp)?/n,
c is some given constant, o is a small probability and A(a) is a constant such that (2 +

)p—A(a)1/3M52/3M52/3

n 1 < o, we have

P(A = ¢||S(8Y)]ec) = 1 — a.
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Lemma 2: Assume conditions (A1), (A4), (A6) and (A7) are satisfied, p > n . Let

B(h) =~ ;?w — w))I(w; = w; > O — (X] = X[)(B" —h)-
=30y > 0 = (X X8
- Z Z B (w; — w))I(w, —w; > 0L = (X} = X])(8" ~ W]+
—iﬁ;m —wy)I(w; = w; > 0)[1 — (X — X])B}:

Then for sufficiently large n,

B(h 321
P( sup WEH) > (1+ CzM)QW[M?,q(C% —2)logp + Ms3log Qn]> < 3p~a(C3-2)
2

llRllo<g,||h||27#0

Lemma 2 guarantees that with high probability,

n n

>3 o —wpI(wi —w; > 0){ L = (X = XY = w)ly — [1 - (X] = X])B"]. }.

i=1 j=1

_2
n(n—1)

is within a small range of its expectation. From now on, we choose h to be h = 3* — B()\)

Lemma 3: For A > C||S(,B*)||007

|~ > el|lhre||1,

‘ [l

where ¢ = ¢ T is the set of significant coefficients (non-zero coefficients) and |T| < q.

c+1’

+

Theorem 4: Suppose (A1) - (A7) hold, then B satisfies

. 1.20\/q 204 5 [(logp)® 5 1
— <a/14+ = 4=
1B = B2 <4/ +6[ v, 5 - (4+6)]

with probability at least 1 — Sp_‘J(C%_QHI, where Cy is a constant.

When A = ¢/32A(a)(logp)3/n, the first term has order /(logp)3¢/n and the second
term has order ¢%+/(log p)3/n. Therefore, with high probability,

1B(Y) = B*[l2 = Op(a*/(log p)3 /n).

The proofs of the lemmas and theorems are given in the Appendix. We first show the
existence of 3* and it is non-trivial (formally stated and proved in Appendix A). Lemma 1
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indicates a certain A to bound the infinity norm of gradient vector with large probability.
Lemma 2, and Lemma 3 are stepping stones on the path to proving Theorem 4. To be
specific, Lemma 2 establishes the relationship between difference in loss functions and its
expectation. Lemma 3. Similar results can be found in Zhang et al. (2016) and Peng et al.
(2016). Compared to their proofs, our proof uses Hoeffding’s inequality for u-statistics of
order 2. Another difference is that an unbounded weight exists in our objective function. To
handle this challenge, we make assumptions on the tail distribution of weights and adjust
the bound correspondingly.

4. Simulation Studies

In this section, we demonstrate the numerical performance of the proposed method. We
simulate data from a randomized experiment and evaluate the estimated optimal treat-
ment regimes using sparse concordance-assisted learning and penalized outcome weighted
learning. Objective function of POWL is:

1 @ Y; o | P |
> (G ra iy eyt~ @4 - DXl f + DI

1=

Here g is a linear function, i.e. g(B, X;) = BY X; + Bo. Notice that the solution to (2)
will remain the same if every Y; is added to a constant c. In order to guarantee the objective
function is convex and the optimization problem is feasible, we add a constant to all Y; to
make sure the smallest response is positive. The constant is chosen so that the smallest
shifted response is 0.01. POWL is implemented using convex toolbox in MATLAB. We
compute the IPW estimator using Monte Carlo simulations with 1000 replicates and select
the tuning parameter A with the largest Yojot'

To evaluate the estimated decision rule, we report the mean outcome following the esti-
mated optimal treatment regime (Estimated Value) and the percentage of correct decision
(PCD) of the estimated optimal treatment regime. The mean of value function following
estimated treatment regime is calculated by plugging estimated decisions in the real model
using Monte Carlo simulations with 1000 replicates. The mean of value function follow-
ing the true optimal treatment regime (True Value) is also listed. In addition, we report
the mean square error of B For variable selection, we report correct number of zero co-
efficients (Corr0) and incorrect number of zero coefficients (Incorr0) compared to the true
optimal treatment regime. Results are evaluated and compared under various settings. The
associated sample standard deviations are included in the parentheses.

4.1 Low Dimension

We follow the first simulation scenario in Zhao et al. (2012): X;1, Xjo, ..., X;50 are generated
independently from a uniform distribution on [—1,1], ¢ = 1,--- ,n. The treatment indicator
A is generated from Bernoulli distribution with p = 0.5. The conditional density of the
response Y given X and A is normal, with mean Qo(X;) = 1+ 2X;1 + X2 + 0.5X;3 +
0.442(1 — X;1 — X;2)(2A4; — 1) and variance 1. Here only X;; and Xj;3 have linear interaction



Liang, Lu, SONG AND WANG

with treatment. We ran 100 simulations with n=30, 100 and 200 respectively to estimate
the individualized treatment rule using SCAL and POWL. Table 1 summarizes the results.

From Table 1 we have the following observations. First, sparse concordance-assisted
learning leads to more accurate estimates of 3 and better variable selection results. Sparse
concordance-assisted learning achieves smaller mean square error (MSE) smaller Incorr0
and smaller Corr0 than that of penalized outcome weighted learning. Although the model
size of POWL is smaller and closer to the real model size, its value function estimation
is smaller. This further demonstrates that SCAL can select covariates that have strong
interaction with treatment and compensate for the influence of model complexity.

The mean of value function following the estimated treatment regime gets closer to the
real optimal value as sample size increases. We also notice that SCAL estimator does not
vary much from sample to sample: both PCD and value function estimated by SCAL have
smaller variance.

In general two methods lead to comparable results. The difference between methods are
small, and this is especially true when the sample size is large. When n=30, SCAL leads to
much closer value function estimation to true optimal value function estimation than that
of POWL. But when n=200, the difference between value functions estimated from SCAL
and POWL is only 1.39% of the true value function estimation. It is not surprising since
compared to concordance-assisted learning, outcome weighted learning uses information less
efficiently, which, can be made up of by increasing available information.

n MSE Incorr0(0) Corr0(48) PCD Estimated Value True Value
30 1.60 1.70 42.23 0.615(0.02)  1.09(0.02) 1.44
powr, 100 127 1.94 46.64 0.768(0.02)  1.27(0.02) 1.44
200 1.09 1.99 47.78 0.786(0.02) 1.30(0.03) 1.44
30 1.40 0.73 35.79 0.659(0.01) 1.16(0.01) 1.44
SCAL 100 0.52 0.11 41.97 0.764(0.01) 1.31(0.01) 1.44
200 0.19 0.01 46.03 0.749(0.01) 1.32(0.01) 1.44

Table 1: Simulation results of sparse concordance-assisted learning (SCAL) and penalized
outcome weighted learning (POWL): low-dimensional case

4.2 High Dimension

We consider the following six models to generate simulation data:

Model . Y = X, + XBA+¢€, 71 = (3,-1,1,0,_2), B =(2,1.8,0,0,0,-1.6,0,_¢)" .

Model II: Y = 3 — 0.5(X71)? + 0.625(X72)2 + XBA + ¢, 1 = (1,0.5,0p—2)T, 72 =
(0,1,0,—2)",8=(2,1.8,0,0,0,-1.6,0,_¢).

Model III: Y = 1 —sin(X ;) +sin(X72) + XBA+¢e, 71 = (1,0p—1)T 72 = (0,1,0,—2)7,
B=(2,18,0,0,0,-1.6,0p_¢)".

Model IV: Y = X1 +(XB)3A+e, 71 = (3,—1,1,0p,—2)T, B =(1,0.9,0,0,0,—0.8,0,_¢)" .

Model V: Y = 3 — 0.5(X71)% + 0.625(X2)? + (XB)*A +¢, 1 = (1,0.5,0p—2)7T,
Y9 = (0,1,0,—2)7,8 = (1,0.9,0,0,0,—0.8,0,—¢) .

Model VI: Y = 1—sin(X 1 )+sin(X72)+(XB)2A+e, 71 = (1,0p—1)T 72 = (0,1,0,—2)7,
B =(1,0.9,0,0,0,—0.8,0,_¢).

10
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There are three baseline functions: Models I and III share the same linear baseline
function; Models IT and IV share the same higher order polynomial baseline function; Models
IIT and VI share the same complex baseline function. In the first three models there is a
linear interaction between covariates and treatment; in the last three models treatment and
a cubic function of prescriptive index are interacted with each other. All six models have
the same important variables Xj;1, X;2 and X;6. Covariates X; = (X1, Xjo, ...,Xip)T are
generated from a multivariate normal distribution: each entry is standard normal and the
correlation between covariates is Corr(X;j, Xi) = Pl for 1 < j # k < p. p is chosen to
be 0 and 0.2 respectively. The error term e is generated from standard normal distribution.
We ran 100 simulations for each scenario with n=100 and p=500, 1000 respectively.

We consider randomized studies where A is generated from Bernoulli distribution with
p = 0.5. The performance of variable selection and treatment regime estimation of both
methods are summarized in Tables 2 and 3. Conclusions are similar to low-dimensional
case. SCAL selects more important variables and fewer unimportant variables than POWL.
SCAL also provides more accurate decision rule estimation. Its value function estimate is
0.73 higher than POWL, which is 18.3% of true optimal value function estimate and its
PCD is 22.4% higher. The comparison between MSE of 3 estimate further supports the
advantage of SCAL.

The performance of SCAL continues to improve as magnitude of interaction between
treatment and covariates increases. However we are unable to see this trend from POWL.
In general, SCAL can recover important variables better under cubic prescriptive index and
treatment interaction than under linear interaction. When p = 0 and p = 500, comparing
Model 1 with Model 4, we can see that MSE and Incorr0O dropped a lot. On the contrary,
for POWL under the same circumstances, MSE remains almost the same and Incorr0 even
increases. Results of Corr0 as well as PCD agree with this statement.

SCAL has demonstrated its performance under high dimension. It also shows the po-
tential to identify important variables when p goes even larger. Performance of variable
selection and optimal treatment regime estimation become slightly worse when p increases
from 500 to 1000. In reality it is common that hundreds of covariates are available for each
patient. Reliable results can still be obtained by SCAL under such circumstances.

The PCD slightly increases when the correlation between covariates increases, suggesting
that correlated covariate structure can reduce the impact of falsely selected unimportant
variables and missing important variables. When p increases from 0 to 0.5, p = 500, the PCD
of Model 1 increases 4.2% for SCAL and 0.9% for POWL. Due to the fact that correlation
exists in most of the real-world data, SCAL proves itself to be a desirable approach.

Next, we consider observational studies where the propensity score is estimated from
data. To be specific, the treatment indicator A is generated from Bernoulli(H%), where
u(X)=0.01 — 0.5 % X1 + 0.4 % X19. Here, we consider the same high-dimensional settings
with p = 500 and p = 0.2, and the propensity score is estimated using the l;-penalized
logistic regression. The results of SCAL and POWL are summarized in Table 4. Overall,
SCAL outperforms POWL in terms of variable selection and estimating optimal treatment
regime in all cases as observed for randomization studies.
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p p  Model MSE Incorr0(0) Corr0(497/997) PCD Estimated Value True Value
500 0  Model1l 0.61 0.7 182.62 0.744(0.01) 3.80(0.02) 121
Model 2 0.56  0.57 485.34 0.763(0.01) 3.79(0.03) 4.16
Model 3 0.44 0.49 488.12 0.786(0.01) 1.92(0.02) 2.22
Model 4 0.35 0.35 486.81 0.801(0.01) 5.67(0.04) 5.93
Model 5 0.32  0.25 487.00 0.810(0.01)  5.63(0.05) 5.88
Model 6 0.29  0.20 485.33 0.820(0.01) 3.74(0.04) 3.94
0.2 Model1l 0.50 0.71 487.37 0.783(0.01) 4.00(0.02) 4.31
Model 2 0.47  0.68 488.52 0.788(0.01)  3.86(0.02) 4.16
Model 3 0.38  0.46 490.32 0.816(0.01)  2.08(0.02) 2.32
Model 4 0.28  0.25 487.45 0.831(0.01) 6.53(0.02) 6.68
Model 5 0.28  0.23 487.86 0.832(0.06) 6.36(0.05) 6.53
Model 6 0.25 0.18 485.98 0.845(0.01) 4.56(0.02) 4.68
1000 0 Model I 0.67 0.89 081.92 0.741(0.01) 3.81(0.02) 1.26
Model 2 0.56  0.70 985.66 0.755(0.01)  3.84(0.03) 4.20
Model 3 0.49  0.58 988.22 0.782(0.01) 1.93(0.01) 2.26
Model 4 0.38  0.34 986.01 0.797(0.01)  5.70(0.03) 5.97
Model 5 0.34  0.20 985.83 0.800(0.01)  5.68(0.04) 5.92
Model 6 0.32  0.20 985.25 0.813(0.01) 3.76(0.03) 3.98
02 Model 1 056 0.94 989.91 0.762(0.01) 4.01(0.02) 4.35
Model 2 0.51 0.64 986.95 0.779(0.01)  3.88(0.02) 4.20
Model 3 0.43 0.54 989.14 0.805(0.01) 2.09(0.02) 2.36
Model 4 0.31 0.27 987.40 0.819(0.01)  6.55(0.02) 6.72
Model 5 0.30  0.24 985.37 0.827(0.01)  6.41(0.02) 6.57
Model 6 0.26  0.18 987.92 0.832(0.01)  4.59(0.02) 473

Table 2: Simulation
sional case

results of sparse concordance-assisted learning (SCAL): high dimen-
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p p  Model MSE Incorr0(0) Corr0(497/997) PCD Estimated Value True Value
500 0 Model1 181 2.37 449.06 0.521(0.01) 3.03(0.02) 121
Model 2 1.76  2.40 456.11 0.520(0.01) 2.98(0.01) 4.16
Model 3 1.76  2.33 450.64 0.521(0.01) 1.04(0.01) 2.22
Model 4 1.81 2.53 450.63 0.516(0.01) 3.00(0.05) 5.93
Model 5 1.77  2.53 453.97 0.517(0.01)  2.95(0.05) 5.88
Model 6 1.78  2.53 454.53 0.517(0.01) 1.02(0.06) 3.94
0.2 Modell 1.76 2.30 456.63 0.528(0.01) 3.08(0.02) 4.31
Model 2 176 2.38 458.01 0.528(0.07)  2.92(0.02) 4.16
Model 3 1.75 2.24 458.19 0.530(0.01) 1.09(0.02) 2.32
Model 4 1.80 2.48 453.13 0.520(0.01)  3.13(0.07) 6.68
Model 5 1.81  2.53 456.69 0.519(0.01) 2.98(0.07) 6.53
Model 6 1.79  2.52 453.29 0.521(0.01) 1.15(0.08) 4.68
1000 O Model 1 1.79  2.67 948.08 0.512(0.01) 3.04(0.01) 4.26
Model 2 1.82  2.68 947.05 0.512(0.01) 2.99(0.01) 4.20
Model 3 1.84  2.66 949.14 0.514(0.01)  1.06(0.01) 2.26
Model 4 1.83 2.78 950.22 0.508(0.01) 2.88(0.04) 5.97
Model 5 1.83 2.78 947.72 0.508(0.01) 2.86(0.04) 5.92
Model 6 1.82 2.78 947.83 0.507(0.01)  0.91(0.04) 3.98
0.2 Model1l 1.83 2.68 950.87 0.517(0.01) 3.06(0.02) 4.35
Model 2 1.82  2.66 946.94 0.516(0.01)  2.91(0.01) 4.20
Model 3 1.78  2.66 951.12 0.517(0.01) 1.08(0.02) 2.36
Model 4 1.79  2.77 948.49 0.508(0.01)  2.93(0.05) 6.72
Model 5 1.81 2.76 947.55 0.507(0.01)  2.76(0.05) 6.57
Model 6 1.76  2.77 952.16 0.510(0.01)  0.96(0.05) 4.73

Table 3: Simulation
sional case

results of penalized outcome weighted learning(POWL): high dimen-
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p=500 p  Model  MSE Incorr0(0) Corr0(497) PCD Estimated Value True Value
SCAL 0.2 Modell 0.82 0.85 484.96 0.732(0.01) 3.83(0.04) 4.33
Model 2 0.73  0.77 487.52 0.744(0.01) 3.72(0.04) 4.18
Model 3 0.67  0.70 489.03 0.768(0.01) 1.93(0.04) 2.34
Model 4 0.41 0.47 483.77 0.807(0.01) 6.42(0.04) 6.70
Model 5 0.32 0.31 483.05 0.815(0.01) 6.36(0.04) 6.55
Model 6 0.36 0.41 486.40 0.818(0.01) 4.46(0.05) 4.71
POWL 0.2 Model1l 1.64 249 460.97 0.505(0.01) 2.99(0.01) 4.33
Model 2 1.56  2.70 467.86 0.509(0.01) 2.87(0.01) 4.18
Model 3 1.62 2.56 467.20 0.512(0.01) 1.04(0.01) 2.34
Model 4 1.52  2.66 470.31 0.500(0.01)  2.92(0.04) 6.70
Model 5 1.51 2.70 472.09 0.501(0.01) 2.79(0.04) 6.55
Model 6 1.48  2.66 471.58 0.500(0.01) 0.93(0.05) 4.71
Table 4: Simulation results for observational studies: sparse concordance-assisted learning

(SCAL) and penalized outcome weighted learning (POWL):
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5. Application to STAR*D Study

We apply the proposed method to STAR*D Study, the largest and longest study ever con-
ducted to assess effectiveness of depression treatments. 4041 outpatients who are diagnosed
with major depressive disorder (MDD), representing of various ethnic and socioeconomic
groups are collected. There are four levels in this clinical trial and at each level different
treatments are evaluated and compared. See Fava et al. (2003) for design and measurement
details of STAR*D study.

In the data analysis, we focus on patients who received bupropion (BUP) or sertraline
(SER) in the second level to illustrate our method. Among the 309 selected subjects, 153 of
them received bupropion (BUP) and 166 received sertraline (SER). In order to be consistent
with our previous notation, we use 0 to represent SER and 1 to represent BUP. We consider
all 305 covariates collected from enrollment, IVR call, ROA interviews, clinic visit and other
events (such as suicide, non-serious adverse event and protocol deviation) to recommend
individualized treatment for each patient. We choose negative 16-item Quick Inventory of
Depressive Symptomatology-Clinician-Rated (QIDS-C16) as our response variable. QIDS-
C16 is reverse coded so that it satisfies larger outcome indicates better treatment effect.
The negative QIDS-C16 is in the range of -24 to 0.

We apply SCAL using Spingarn’s method to this data set. A,y is tuned using 5-fold
cross validation. A pre-defined range (0, 4) is searched and A is chosen based on the IPW
estimator. Propensity score is estimated by proportion of subjects who receive treatment 1
in the training data set. For comparison, we also evaluate the performance of POWL using
5-fold cross validation. The response is shifted with the smallest value to be 0.01. Note
that the adjusted response is only used to optimize objective function; Value function is
estimated using original response.

To compare the estimated treatment regimes on STAR*D data, we draw bootstrap
samples over 1,000 times and estimate the 95% confident interval of difference between
expected outcome following estimated treatment regime from SCAL and the non-dynamic
treatment regimes. The expected outcome difference between SCAL and POWL is also
calculated. See Table 5 for estimate of value function based on estimated optimal treatment
regime and 95% confident interval of the differences.

Treatment Regime Estimated Value Diff 95% CI on Diff
Optimal Regime(SCAL)  -6.77

Optimal Regime(POWL) -9.46 2.69 (1.18,4.24)
BUP -10.52 375 (2.38, 5.19)
SER -10.74 3.97 (2.57, 5.50)

Table 5: Estimated values, difference in estimated values and its 95% CI

The estimated value function by SCAL is significantly larger than either of the non-
dynamic treatment regimes. It is also significantly larger than the expected outcome fol-
lowing the optimal treatment regime based on POWL at « = 0.05. Compared to POWL,
SCAL achieves a reasonable model size. It keeps good balance of including important fea-
tures and controlling the complexity of the model. Estimate based on POWL is too sparse
and many covariates which have interaction with treatment effects are missed. Table 6 and
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Table 7 are summaries of treatment actually received versus estimated optimal treatment.
We can see that estimated optimal treatment regime based on SCAL tends to be more
balance. Based on SCAL, among all 171 subjects who were assigned to SER, 92 of them
should stay in the same treatment and 79 of them should be assigned to BUP. While the
result of POWL indicates 111 of them were assigned to the optimal treatment and only 56
patients should switch to BUP.

Estimated treatment: SER  Estimated treatment: BUP

Randomized treatment: SER | 92 75
Randomized treatment: BUP | 79 73

Table 6: Summary of treatment recommended by SCAL

Estimated treatment: SER  Estimated treatment: BUP

Randomized treatment: SER | 111 56
Randomized treatment: BUP | 106 46

Table 7: Summary of treatment recommended by POWL

6. Conclusion

We propose a variable selection method based on concordance-assisted learning for esti-
mating optimal treatment regime. Our method can minimize the weighted misclassification
rate and select prescriptive index simultaneously. The proposed method gives much more
accurate decision rule and value function estimation than existing popular methods under
various simulation settings. Moreover, inputs that are correlated with treatments effects are
also successfully identified. Sparse concordance-assisted learning achieves promising result
in constructing real-world decision. We also study the error bound of SCAL in ultra-high
dimension.

The proposed method does not require model specification except for propensity score.
It is based on an estimate of contrast function which can be defined easily under binary
treatment circumstance. SCAL can solve problems in other fields as well. One popular
example is to determine the best move in a game. SCAL can be implemented to choose
the best action. In the future, one interesting direction of our study would be to extend
the definition of contrast function when more than two treatment arms are available. We
may also replace linear support vector machine by other kernels to see whether a better
treatment regime can be found.
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Appendix A.

In this appendix we first state and prove two fundamental lemmas.
Lemma 0.1: If condition (A1) and (A2) are satisfied, 3* exists.
Proof. of Lemma 0.1:

B{ (wi = wy)I(w; = w; > 0)[1 = B*(X] = X] )], |

=B(B{(w; — wy)I(w; - w; > 0)[1 - B*(X] = X])].|X] - X]})

L(B) :/E[(wi —w;) I (w; —wj > O)\z} (1-— zTﬁ)+f*(z)dz
> / 128 < 0) B[ (w; — wy)(wi — w; > 0)[2] (1~ 27 8) " (=)d=
> / 1278 < O)E[(w,- — wi) I (w; — w; > 0)|z} (—27B)f*(2)d=
>y / 1(278 < 0)(—278)d=
B(0,60)
:cguﬁu/ [(2Tw < 0)(—2Tw)dz
B(0,60)
>8] Jvol (B(o, 50) ({—="w = e})e,

where w = 3/||8|| and vol is short for volume. Note that vol (B(O7 50) N{—2z"w > e}) >0

for some € < &y and vol <B(O, 50) {—2"w > e}) is independent of 3. Thus L(5) — oo as
[|B|| — oo. Since L(3) is convex in 3, the solution B* exists.l

Lemma 0.2: Condition (A3) implies B* # 0.

Proof. of Lemma 0.2:
Without loss of generality, suppose [ E[(w; — w;)I(w; — w; > 0)|z]zf*(z)dz > 0, then for
B >0,

L(0, .. 85,0, ..0) :/E[(wi ;) T (wi — w; > 0)[2)(1 = Bizn)I(1 = Blze > 0)f*(2)dz
:/E[(wi —w))I(w; — w; > 0)|2]T(z, < ﬁl*)f*(z)dz
k

B[ Elfw ) =y > Ozl (e < o) (<)
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The second term is non-negative for a sufficient small 3; > 0.
Therefore,

L(0, ..., 5;,0,...0) </E[(wi —w;)I(w; —w; > 0)|z]f*(2)dz = L(0,...,0).m

Now we prove all lemmas and theorems from Section 3.
Proof of Lemma 1: Recall that

n n

$(8) = — 2 T T .
S(IB) - n(n — 1) ;j;ﬂ(wz w])I[l (AXZ X] )5 > 0](Xz XJ).
Note that
2 n n ) . T T ‘ .
W=D & 2 (e = (K = X8 01K = X)
- n—l ZQ1<w“ w]’X]))’
%#J
where

wi)I[l — (X = X8> 01X — Xj1) if i <,

(wi —
Q1((wz‘,Xi)7(wjan)> = { Q1((wj,Xj),(wi7Xi)> if i> 7.

By Hoeffding’s inequality for u-statistics of order 2, which can be found in Peel et al.
(2010):

P(V/324(a)(logp)*/n <———— 5 Z Z 11— (X7 = X1)B > 0](Xu - X))
=1 j=1+1
32A(a)n (Iogp) w
< 2exp ( T on(dMoway)? ) +nexp(= J\Z)‘

Let wy = A(a)'/3 logngz/SMgl/?’, then

32A(a)n(log p)? w
xp ( T 32nMEw?, ) B eXp(_ﬁAz)’
P(\/324(a)(logp)’/n < ——— \Z Z w1 = (XT = XT)B = 0](Xu — X))

=1 j=i+1

<@+ n)p*AWMo‘ P
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P(ey/324(a)(log p)/n < cl|S(8")] )

gz (\/32A (logp)3/n <

k=1

=) 2 S Y w1 = (X7 = XT)B > 0(Xix — X))

=1 j=1+1
_ 1/3 2/3 2/3
§(2+n)p Aa) /My +1 <ol

Proof of Lemma 2:
Let g2 ((wi,Xz'), (wj>Xj)) -

(wi —wy)[1 = (X = XT)(B* = h)]4 — (wi —wy)[1 = (X = X)B]4 if i<y,
2 ((wjan)7(wi7Xi)> if i> 7.
and Uy,(Whn, X,,) = m D it q2<(wi, Xi), (wj,Xj)). It is a u-statistics of order 2.
‘(wi—wj)[l—(XiT—XjT)(B*—h)]Jr—(wi—wj)[l—(X -X/)B ‘ < ’2wM (x] —Xh

holds with at least probability 1 —ne s,V 1<14,j <n.

By Hoeffding’s inequality,

2
32M§w]2wq

P( B(h) )

[|R]2
heRP:||h||0<q,||h||270

t
> fIX) < 2exp(—
n

holds with at least probability 1 — ne_vj\?{, V1<4i,j<n.Lett=C+32logpquwys, then

_qC?
P( Bh) > Cy/ 3210gpqu) <2 M,
[Rl2 n

heRP:||h||o<q,||k||27#0

B 21 1—
P(sup (h) 20\/3 ngq ) <2(3 o)q7
heNHh||2 n €

where N is a e-net to cover {h € RP ||kl < g, Hh”g # 0}, for any hj, ho within the same

e-ball and ||hy |2 # 0 and [[ho]2 % 0, ‘thuz | < € holds.
We also have
B

sup (hl) (hg)‘_ 8wM HD( h1 - h2 )H

h1,ho€RP,||h1— h2|\0<2q\|h1||27£0|\h2||27é0 Rl [lhell2] = n(n—1) [[Riflz  [[hal[27 111
8wy } hq H
< Bwpry/ Mie
lhall2 ||h2||2

g\/@
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wnr

holds with probability at least 1 — ne s .

B(h B(h
Bl < D) | g /e
Il = Thlk:

[|hllo<g,||R||27#0 heN

wpr

holds with probability at least 1 — ne s .

Let € = ¢4/ 32logpﬁ, we have that

P( B(h) > Cq 32logp
|

e

Ihllo<q,l|hll220 [Pll2 — n

B(h) /32logp was
Pl su >(C—-1 + 2nexp(———

Since p > n and take C' = 1 + Cy My for some Cy > /2, for sufficiently large n:

B(h 321
P( Sup ( ) > (1+ C2MO)CI\/W ) < 2p7a(CE-2) exp(log 2n — —M)
[Ik|lo<q, Hh||27£0||h”2 n M;

Take wy; = M3q(C5 — 2)logp + Mslog2n, we have that P( sup Bh) (1+
[IR]lo<q||h[|27#0

C’QMO)qV321%[M3q(022 —2)logp + Mslog 2n]) <3p- 9(C3-2)

Proof of Lemma 3.
By the definition of 3*, we have

n n

DD (wi—w)l— (X! = X])Bl + NIBIh <

i=1 j=i+1

2
n(n—1)

2)2 Z (wi —wj)[1 = (X = X])B T4 + MBI
, o o (4)
7)2 > (wi—wy)1 — (X7 = X8+

n(n—1 = .5
2 n n ‘ ‘ T
"D 2 2 (v el = (X = X8 < NI~ Bl

We can also show that

18"/l = 18Il < Izl = [Ihze]l1, ()
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T Y )l - (X - XD

i=1 j=i+1

Based on (4),(6) and (6), we have

c—1
l|lhr|l1 > mHhTCHI-.

Proof. of Theorem 4:

Assume |hi| > |ha| > ... > |hy|, then for the partition: Sy = {1,2,..,¢},51 = {¢+ 1,9+
2,.,2q}, ...y

lhsollt = [[hrlly = ellhrelly = el[hge s

holds. We have

=) 2 2 (Wi wi)lL = (XT = X7)(8" — h)l—
i=1j=i+1
(w; — w])[l - (XzT X]T)B*]—i-
i=1 j=i+1
= n<n2_ P> ;1(““ —wy)[1 = (X = XF)(B" = hsy))+—
D00 (wi—w)l— (X[ X8,
i=1 j=i+1
n n l
2SS S - (KT - XD - S ks
I>1  i=1j=it+l k=0
n n -1
SN (i wp)l - (KT - X8 - Y hs )
i=1 j=i+1 k=0
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By Lemma 2 we have with at least probability 1 — 3p™¢

(C3-2)

l
B{(w; = w))I(w; = w; > )L = (X] = X[)(8 = Y hs)l }

1—
— B{(w; = w)I(wi = w; > 0)[1 — (X] = X])(8" = " hs)+ |

n n 1
= n(nQ_l) D D (wi—w)l— (X[ = X7)(B" =D hs)ls
i=1 j=i+1 i
"2 -1
B n(nQ—m > > (wimw)l= (X =XT)(8" = > hs))+ + Cug®
i=1 j=i+1 —
It holds for every [, therefore
T {Z > (X7 - XT)(E )
i=1 j=1+1
(w; —wy)[1 = (X — X]‘T)B*]Jr}
i=1 j=i+1
= n<n2— By 2 D (wi—wp)[l = (X = X)(B" — )+

k=1

=1 j=1+1
Alhrll = [[hre|l) + Cag? ||h soll2 + > Cag?
7>1
logp)® 5 1
<Mvalhs, s + G\ PB4 Dyjng, 1

holds with probability at least 1 — 3p~—4(C3-2)+1

The last inequality holds by,

lhsllt | Va
) < J e
E s, |2 < E a + 1

j=21 j21

S(l 1

22

]
gl <

hge i

Va

11
4 ksl < (5 + DAl
\/?16+4\/§)H sollt < (7 + DlIhso|l2

(log p)*
n

Hh

sy ]2
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And more details can be found in Cai et al. (2010).
By Taylor expansion of L(83) around 3*:

2 n n
—F i —wi)[1— (X — XT3 —h)].—
> (wi—wp)[t = (X] - X))+ |
=1 j=i+1
1 . 1
= SRTH (B + op(|[R]I3) > 5 Mol R[5 + op([R]13)-
Then we have
1 2 2 2 (10gp)3 5 1
MR + oy (IRIE) < Aallhsy l2 + Caa*| “EL- (G + )yl

On the other hand,

[1B113 =hs, |3 + > llhs, |3 < [[hsylI3 + hgl D [[hs, Il
i1 j>1

1 1
<[|hso[5 + Zlhsollilhgl < (1 + E)Hhsollg-

Therefore,
2 2 1 2
[1hesoll2 < [IR[l2 < (14 2)llhs, 2,
o(|[R][3) = o(|lhs,13)-
Hence
1 9 (logp)35 1
oMl 2 + oyl 12) < A+ Cag? ([ S22,
1.20\/7  2C4 5 [(logp)® 5 1
h hll) <4/1+ = -+ ).
Ihlla + op(Ila) < 4/1+ (530 + T2ty B2 4 )
That is,

S 1.20\/7 204 5 [(logp)® 5 1
— <a.l14+Z= Z 4z
18 = Bll2 =< \/1+ -] R T (2]

with probability at least 1 — 3p“1(022 -2)+l m
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Appendix B.

We now show that
mmz I(BTX; < ,BTX ),
i#]
subject to ||3]| = 1.
is equivalent to
min Y (w; — w;) (87 X; < BT X)),
subject to ||B|| = 1.

Suppose BT X; # BT X;,Vi, j, we have

> (wi —w)I(BTX; < BT X))

1#]

%: (w; —w) (BT X; < BT X;) + z; (wj —w) (BT X; < BT X;)
ij(wi —w)[I(B'X; — BT X, < 0)2 - JI(ﬂTXZ- - BTX; > 0)]
w; >w;

> (wi—w)[I(B"X; = BTX; < 0) -1+ (87X, - B X; < 0)]
Wi >Wj

> (wi—w)2I(B"X; - BTX; <0)— 1M
Wi >w;

Appendix C.

We now show that given X, w; is an unbiased estimator of D(X;). Specifically,

[Yi — v(X)][Ai — 7(Xi)]
o -y XY

Vi X0 —7(XD] ek
B LX)

]
AZe.0) b ) IDUNINE O
" E{ ol mech |Az—o,Xz}[1 (X))

= E[Yj|A; =1,X,] - E[Y;|A; =0,X,] = D(X,)
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