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Abstract

Microarray gene expressions provide new opportunities formolecular classification of heteroge-
neous diseases. Although various reported classification schemes show impressive performance,
most existing gene selection methods are suboptimal and arenot well-matched to the unique charac-
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teristics of the multicategory classification problem. Matched design of the gene selection method
and a committee classifier is needed for identifying a small set of gene markers that achieve accurate
multicategory classification while being both statistically reproducible and biologically plausible.
We report a simpler and yet more accurate strategy than previous works for multicategory classifi-
cation of heterogeneous diseases. Our method selects the union of one-versus-everyone (OVE)phe-
notypic up-regulatedgenes (PUGs) and matches this gene selection with a one-versus-rest support
vector machine (OVRSVM). Our approach provides even-handed gene resources for discriminating
both neighboring and well-separated classes. Consistent with the OVRSVM structure, we evaluated
the fold changes of OVE gene expressions and found that only asmall number of high-ranked genes
were required to achieve superior accuracy for multicategory classification. We tested the proposed
PUG-OVRSVM method on six real microarray gene expression data sets (five public benchmarks
and one in-house data set) and two simulation data sets, observing significantly improved perfor-
mance with lower error rates, fewer marker genes, and higherperformance sustainability, as com-
pared to several widely-adopted gene selection and classification methods. The MATLAB toolbox,
experiment data and supplement files are available at http://www.cbil.ece.vt.edu/software.htm.

Keywords: microarray gene expression, multiclass gene selection, phenotypic up-regulated gene,
multicategory classification

1. Background

The rapid development of gene expression microarrays provides an opportunity to take a genome-
wide approach for disease diagnosis, prognosis, and prediction of therapeutic responsiveness (Clarke
et al., 2008; Wang et al., 2008). When the molecular signature is analyzed with pattern recognition
algorithms, new classes of disease are identified and new insights into disease mechanisms and di-
agnostic or therapeutic targets emerge (Clarke et al., 2008). For example,many studies demonstrate
that global gene expression profiling of human tumors can provide molecular classifications that
reveal distinct tumor subtypes not evident by traditional histopathologicalmethods (Golub et al.,
1999; Ramaswamy et al., 2001; Shedden et al., 2003; Wang et al., 2006).

While molecular classification falls neatly within supervised pattern recognition,high gene di-
mensionality and paucity of microarray samples pose challenges for, and inspire novel develop-
ments in classifier design and gene selection methodologies (Wang et al., 2008). For multicategory
classification using gene expression data, various classifiers have been proposed and have achieved
promising performance, including k-Nearest Neighbor Rule (kNN) (Golub et al., 1999), artificial
neural networks (Wang et al., 2006), Support Vector Machine (SVM)(Ramaswamy et al., 2001),
Näıve Bayes Classifier (NBC) (Liu et al., 2002), Weighted Votes (Tibshiraniet al., 2002), and Lin-
ear Regression (Fort and Lambert-Lacroix, 2005). Many comparative studies show that SVM based
classifiers outperform other methods on most bench-mark microarray datasets (Li et al., 2004;
Statnikov et al., 2005).

An integral part of classifier design is gene selection, which can improve both classification
accuracy and diagnostic economy (Liu et al., 2002; Shi et al., 2008; Wang et al., 2008). Many
microarray-based studies suggest that, irrespective of the classification method, gene selection is
vital for achieving good generalization performance (Statnikov et al., 2005). For multicategory clas-
sification using gene expression data, the criterion function for gene selection should possess high
sensitivity and specificity, well match the specific classifiers used, and identify gene markers that are
both statistically reproducible and biologically plausible (Shi et al., 2008; Wang et al., 2008). There
are limitations associated with existing gene selection methods (Li et al., 2004; Statnikov et al.,
2005). While wrapper methods consider joint discrimination power of a genesubset, complex clas-
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sifiers used in wrapper algorithms for small sample size may overfit, producing non-reproducible
gene subsets (Li et al., 2004; Shi et al., 2008). Moreover, discernment of the (biologically plausible)
gene interactions retained by wrapper methods is often difficult due to the black-box nature of most
classifiers (Shedden et al., 2003).

Conversely, most filtering methods for multicategory classification are straightforward exten-
sions of binary discriminant analysis. These methods are devised without well matching to the
classifier that is used, which typically leads to suboptimal classification performance (Statnikov
et al., 2005). Popular multicategory filtering methods (which are extensions oftwo-class methods)
include Signal-to-Noise Ratio (SNR) (Dudoit et al., 2002; Golub et al., 1999), Student’s t-statistics
(Dudoit et al., 2002; Liu et al., 2002), the ratio of Between-groups to Within-groups sum of squares
(BW) (Dudoit et al., 2002), and SVM based Recursive Feature Elimination(RFE) (Li and Yang,
2005; Ramaswamy et al., 2001; Zhou and Tuck, 2007). However, as pointed out by Loog et al.
(2001) in proposing their weighted Fisher criterion (wFC), simple extensionsof binary discriminant
analysis to multicategory gene selection are suboptimal because they overemphasize large between-
class distances, that is, these methods choose gene subsets that preserve the distances of (already)
well-separated classes, without reducing (and possibly with increase in)the large overlap between
neighboring classes. This observation and the application of wFC to multicategory classification
are further evaluated experimentally by Wang et al. (2006) and Xuan et al. (2007).

The work most closely related to our gene selection scheme is that of Shedden et al. (2003).
These investigators focused on marker genes that are highly expressed in one phenotype relative
to one or more different phenotypes and proposed a tree-basedone-versus-rest(OVR) fold change
evaluation between mean expression levels. The potential limitation here is that the criterion func-
tion considers the “rest of the classes” as a “super class”, and thus mayselect genes that can distin-
guish a single class from the remaining super class, yet without giving anybenefit in discriminating
between classes within the super class. Such genes may compromise multicategory classification
accuracy, especially when a small gene subset is chosen.

It is also important to note that, while univariate or multivariate analysis methods using complex
criterion functions may reveal subtle marker effects (Cai et al., 2007; Liuet al., 2005; Xuan et al.,
2007; Zhou and Tuck, 2007), they are also prone to overfitting. Recent studies have found that for
small sample sizes, univariate methods fared comparably to multivariate methods(Lai et al., 2006;
Shedden et al., 2003) and simple fold change analysis produced more reproducible marker genes
than significance analysis of variance-incorporated t-tests (Shi et al., 2008).

In this paper, we propose matched design of the gene selection mechanism and a committee
classifier for multicategory molecular classification using microarray gene expression data. A key
feature of our approach is to match a simpleone-versus-everyone(OVE) gene selection scheme to
the OVRSVM committee classifier (Ramaswamy et al., 2001). We focus on markergenes that are
highly expressed in one phenotype relative to each of the remaining phenotypes, namely Phenotypic
Up-regulated Genes (PUGs). PUGs are identified using the fold change ratio computed between the
specified phenotype mean and each of the remaining phenotype means. Thus, we consider a gene
to be a marker for the specified phenotype if the average expression associated with this phenotype
is high relative to the average expressions in each of the other phenotypes. To assure evenhanded
resources for discriminating both neighboring and well-separated classes, we use a fixed number
of PUGs for each phenotypic class and pool all phenotype-specific PUGs together to form a gene
marker subset used by the OVRSVM committee classifier. All PUGs referenced by the committee
classifier are individually interpretable as potential markers for phenotypic classes, allowing each

2143



YU, FENG, M ILLER , XUAN , HOFFMAN, CLARKE , DAVIDSON, SHIH AND WANG

gene to inform the classifier in a way that is consistent with its mechanistic role (Shedden, et al.,
2003). Since PUGs are the union of subPUGs selected by simple univariateOVE fold change
analysis, they are expected to be statistically reproducible (Lai et al., 2006; Shedden et al., 2003;
Shi et al., 2008).

We tested PUG-OVRSVM on five publicly available benchmarks and one in-house microarray
gene expression data set and on two simulation data sets, observing significantly improved perfor-
mance with lower error rates, fewer marker genes, and higher performance stability, as compared
to several widely-adopted gene selection and classification methods. The reference gene selection
methods are OVRSNR (Golub et al., 1999), OVRt-stat (Liu et al., 2002), pooled BW (Dudoit et al.,
2002), and OVRSVM-RFE (Guyon et al., 2002), and the reference classifiers are kNN, NBC, and
one-versus-one (OVO) SVM. With accuracy estimated by leave-one-out cross-validation (LOOCV)
(Hastie et al., 2001), our experimental results show that PUG-OVRSVM outperforms all combina-
tions of the above referenced gene selection and classification methods in the two simulation data
sets and 5 out of the 6 real microarray gene expression data sets, and produces comparable perfor-
mance on the one remaining data set. Specifically, tested on the widely-used benchmark microarray
gene expression data set “multicategory human cancers data” (GCM) (Ramaswamy et al., 2001;
Statnikov et al., 2005), PUG-OVRSVM produces a lower error rate of 11.05% (88.95% correct
classification rate) than the best known benchmark error rate of 16.72% (83.28% correct classifica-
tion rate) (Cai et al., 2007; Zhou and Tuck, 2007).

2. Methods

In this section, we first discuss multicategory classification and associated feature selection, with an
emphasis on OVRSVM and application to gene selection for the microarray domain. This discussion
then naturally leads to our proposed PUG-OVRSVM scheme.

2.1 Maximum a Posteriori Decision Rule

Classification of heterogeneous diseases using gene expression data can be considered a Bayesian
hypothesis testing problem (Hastie et al., 2001). Letxi = [xi1, ...,xi j , ...,xid] be the real-valued gene
expression profile associated with samplei acrossd genes fori = 1, . . . ,N and j = 1, . . . ,d. Assume
that the sample pointsxi come fromM classes, and denote the class conditional probability density
function and class prior probability byp(xi | ωk) and P(ωk), respectively, fork = 1, . . . ,M. To
minimize the Bayes risk averaged over all classes, the optimum classifier usesthe well-known
maximuma posteriori (MAP) decision rule (Hastie et al., 2001). Based on Bayes’ rule, the class
posterior probability for a given samplexi is

P(ωk | xi) =
P(ωk) p(xi | ωk)

∑M
k′=1P(ωk′) p(xi | ωk′)

and is used to (MAP) classifyxi to ωk when

P(ωk | xi)> P(ωl | xi) (1)

for all l 6= k.
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2.2 Supervised Learning and Committee Classifiers

Practically, multicategory classification using the MAP decision rule can be approximated using
parameterized discriminant functions that are trained by supervised learning. Let fk (xi ,θ), k =
1,2, . . . ,M, be theM outputs of a machine classifier designed to discriminate betweenM classes
(>2), whereθ represents the set of parameters that fully specify the classifier, and withthe output
values assumed to be in the range[0,1]. The desired output of the classifier will be “1” for the class
to which the sample belongs and “0” for all other classes. Suppose that theclassifier parameters
are selected based on a training set so as to minimize the mean squared error (MSE) between the
outputs of the classifier and the desired (class target) outputs,

MSE=
1
N

M

∑
k=1

∑
xi∈ωk

[

[ fk (xi ,θ)−1]2+∑l 6=k
f 2
l (xi ,θ)

]

. (2)

Then, it can be shown that the classifier is being trained to approximate the posterior probability
for classωk given the observedxi , that is, the classifier outputs will converge to the true posterior
class probabilities

fk (xi ,θ)→ P(ωk | xi)

if we allow the classifier to be arbitrarily complex and ifN is made sufficiently large. This result
is valid for any classifier trained with the MSE criterion, where the parametersof the classifier are
adjusted to simultaneously approximateM discriminant functionsfk (xi ,θ) (Gish, 1990).

While there are numerous machine classifiers that can be used to implement the MAP decision
rule (1) (Hastie et al., 2001), a simple yet elegant way of discriminating between M classes, and
which we adopt here, is based on an OVRSVM committee classifier (Ramaswamyet al., 2001;
Rifkin and Klautau, 2002; Statnikov et al., 2005). Intuitively, each term within the sum overk
in (2) corresponds to an OVR binary classification problem and can be effectively minimized by
suitable training of a binary classifier (discriminating classk from all other classes). By separately
minimizing the MSE associated with each term in (2) via binary classifier training and, thus, effec-
tively minimizing the total MSE, a set of discriminant functions{ fk (xi ,θk ⊆ θ)} can be constructed
which, given a new sample point, apply the decision rule (1), but withfk (xi ,θ) playing the role of
the posterior probability.

Among the great variety of binary classifiers that use regularization to control the capacity of
the function spaces they operate in, the best known example is the SVM (Hastie et al., 2001; Vap-
nik, 1998). To carry over the advantages of regularization approaches for binary classification tasks
to multicategory classification, the OVRSVM committee classifier usesM different SVM binary
classifiers, each one separately trained to distinguish the samples in a single class from the sam-
ples in all remaining classes. For classifying a new sample point, theM SVMs are run, and the
SVM that produces the largest (most positive) output value is chosen asthe “winner” (Ramaswamy
et al., 2001). For more detailed discussion, see the critical review and experimental comparison by
Rifkin and Klautau (2002). Figure 1 shows an illustrative OVRSVM committee classifier for three
classes. The OVRSVM committee classifier has proved highly successful at multicategory classifi-
cation tasks involving finite or limited amounts of high dimensional data in real-worldapplications.
OVRSVM produces results that are often at least as accurate as other more complicated methods
including single machine multicategory schemes (Statnikov et al., 2005). Perhaps more importantly
for our purposes, the OVR scheme can be matched with an OVE gene selection method, as we
elaborate next.
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Figure 1: Conceptual illustration of OVR committee classifier for multicategory classification
(three classes, in this case). The dotted lines are the decision hyperplanes associated with
each of the component binary SVMs and the bold line-set represents the final decision
boundary after the winner-take-all classification rule is applied.

2.3 One-Versus-Everyone Fold-change Gene Selection

While gene selection is vital for achieving good generalization performance(Guyon et al., 2002;
Statnikov et al., 2005), perhaps even more importantly, the identified genes,if statistically repro-
ducible and biologically plausible, are “markers”, carrying information about the disease phenotype
(Wang et al., 2008). We will propose two novel, effective gene selectionmethods for multicategory
classification that are well-matched to OVRSVM committee classifiers, namely, OVRand OVE
fold-change analyses.

OVR fold-change based PUG selection follows directly from the OVRSVM scheme. LetNk be
the number of sample points belonging to phenotypek; the geometric mean of the expression levels
(on the untransformed scale) for genej under phenotypek is

µj(k) =
Nk

√

∏i∈ωk
xi j

j = 1, . . . ,d; k= 1, . . . ,M. Then, we define the OVRPUGs as:

JPUG=
M⋃

k=1

JPUG(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

µj(k)
M−1
√

∏l 6=k µj(l)
> τk

}

(3)

where{τk} are pre-defined thresholds chosen so as to select a fixed (equal) number of PUGs for
each phenotypek. This PUG selection scheme (3) is similar to what has been previously proposed
by Shedden et al. (2003):

JPUG=
M⋃

k=1

JPUG(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

µj(k)
N−Nk
√

∏i /∈ωk
xi j

> τk

}

. (4)

The critical difference between (3) and (4) is that the denominator term in (3) is the overall geo-
metric center of the “geometric centers” associated with each of the remaining phenotypes while
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the denominator term in (4) is the geometric center of all sample points belonging tothe remaining
phenotypes. When{Nk} are significantly imbalanced for differentk, the denominator term in (4)
will be biased toward the dominant phenotype(s).

However, a problem associated with both PUG selection schemes specified by (3) and (4) (and
with the OVRSNR criterion Golub et al., 1999) is that the criterion function considers the remaining
classes as a single super class, which is suboptimal because it ignores a gene’s ability to discriminate
between classeswithin the super class.

We therefore propose OVE fold-change based PUG selection to fully support the objective of
multicategory classification. Specifically, the OVEPUGs are defined as:

JPUG=
M⋃

k=1

JPUG(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

µj(k)

maxl 6=k
{

µj(l)
} > τk

}

(5)

where the denominator term is the maximum phenotypic mean expression level over the remaining
phenotype classes. This seemingly technical modification turns out to have important consequences
since it assures that the selected PUGs are highly expressed in one phenotype relative toeachof the
remaining phenotypes, that is, “high” (up-regulated) in phenotypek and “low” (down-regulated)
in all phenotypesl 6= k. In our experimental results, we will demonstrate that (5) leads to better
classification accuracy than (4) on a well-known multi-class cancer domain.

Adopting the same strategy as in Shedden et al. (2003), to assure even-handed gene resources
for discriminating both neighboring and well-separated classes, we selecta fixed (common) number
of top-ranked phenotype-specific subPUGs for each phenotype, that is,‖JPUG(k)‖= NsubPUGfor all
k, and pool all these subPUGs together to form the final gene marker subsetJPUG for the OVRSVM
committee classifier. In our experiments, the optimum number of PUGs per phenotype,NsubPUG, is
determined by surveying the curve of classification accuracy versusNsubPUGand selecting the num-
ber that achieves the best classification performance. More generally,in practice,NsubPUGcan be
chosen via a cross validation procedure. Figure 2 shows the geometric distribution of the selected
PUGs specified by (5), where the PUGs (highlighted data points) constitute the lateral-edge points
of the convex pyramid defined by the scatter plot of the phenotypic mean expressions (Zhang et al.,
2008). Different from the PUG selection schemes given by (3) and (4), the PUGs selected based
on (5) are most compact yet informative, since the down-regulated genes that are not differentially
expressed between the remaining phenotypes (the genes on the lateral faces of the scatter plot con-
vex pyramid) are excluded. From a statistical point of view, extensive studies on the normalized
scatter plot of microarray gene expression data by many groups includingour own indicate that the
PUGs selected by (5) approximately follow an independent multivariate super-Gaussian distribution
(Zhao et al., 2005) where subPUGs are mutually exclusive and phenotypic gene expression patterns
defined over the PUGs are statistically independent (Wang et al., 2003).

It is worth noting that the PUG selection by (5) also adopts a univariate fold-change evaluation
that does not require calculation of either expression variance or of correlation between genes (Shi
et al., 2008). For the small sample size case typical of microarray data, multivariate gene selec-
tion schemes may introduce additional uncertainty in estimating the correlation structure (Lai et al.,
2006; Shedden et al., 2003) and thus may fail to identify true gene markers(Wang et al., 2008).
The exclusion of the variance in our criterion is also supported by the variance stabilization the-
ory (Durbin et al., 2002; Huber et al., 2002), because the geometric meanin (5) is equivalent to the
arithmetic mean after logarithmic transformation and the gene expression after logarithmic transfor-
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Figure 2: Geometric illustration of the selected one-versus-everyone phenotypic upregulated genes
(OVEPUGs) associated with three phenotypic classes. Three-dimensional geometric dis-
tribution (on the untransformed scale) of the selected OVEPUGs, which reside around
the lateral-edges of the phenotypic gene expression scatter plot convexpyramid, is shown
in the left subfigure. A projected distribution of the selected OVEPUGs together with
OVEPDGs is shown in the right cross-sectional plot, where OVEPDGs reside along the
face-edges of the cross-sectional triangle.

mation approximately has the equal variance across different genes, especially for the up-regulated
genes.

Corresponding to the definition of OVEPUGs, the OVEPDGs (which are down-regulated in one
class while being up-regulated in all other classes) can be defined by the following criterion:

JPDG=
M⋃

k=1

JPDG(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

minl 6=k
{

µj(l)
}

µj(k)
> τk

}

. (6)

Furthermore, the combination of PUGs and PDGs can be defined as:

JPUG+PDG=
M⋃

k=1

JPUG+PDG(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

max

{

µj(k)

maxl 6=k
{

µj(l)
} ,

minl 6=k
{

µj(l)
}

µj(k)

}

> τk

}

. (7)

Purely from the machine learning view, PDGs have the theoretical capability of being as dis-
criminating as PUGs. Thus, PDGs merit consideration as candidate genes. However, there are
several critical differences, with consequential implications, between lowly-expressed genes and
highly-expressed genes, such as the extraordinarily large proportionand relatively large noise of
the lowly-expressed genes. We have evaluated the classification performance of PUGs, PDGs, and
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PUGs+PDGs, respectively. Experimental results show that PDGs have less discriminatory power
than PUGs and the inclusion of PDGs actually worsens classification accuracy, compared to just
using PUGs. Experiments and further discussion will be given in the resultssection.

2.4 Review of Relevant Gene Selection Methods

Here we briefly review four benchmark gene selection methods that have been previously proposed
for multicategory classification, namely, OVRSNR (Golub et al., 1999), OVR t-statistic (OVRt-stat)
(Liu et al., 2002), BW (Dudoit et al., 2002), and SVMRFE (Guyon et al., 2002).

Let µj,k andµj,-k be the arithmetic means of the expression levels of genej associated with
phenotypek and associated with the super class of remaining phenotypes, respectively, on the
log-transformed scale, withσ j,k andσ j,-k the corresponding standard deviations. OVRSNR gene
selection for multicategory classification is given by:

JOVRSNR=
M⋃

k=1

JOVRSNR(k) =
M⋃

k=1

{

j

∣

∣

∣

∣

∣

∣

∣µj,k−µj,-k
∣

∣

σ j,k+σ j,-k
> τk

}

, (8)

whereτk is a pre-defined threshold (Golub et al., 1999). To assess the statistical significance of the
difference betweenµj,k andµj,-k, OVRt-stat applies a test of the null hypothesis that the means of
two assumed normally distributed measurements are equal. Accordingly, OVRt-stat gene selection
is given by Liu et al. (2002):

JOVRt-stat=
M⋃

k=1

JOVRt-stat(k) =
M⋃

k=1















j

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣µj,k−µj,-k
∣

∣

√

σ2
j,k

/

Nk+σ2
j,-k

/

(N−Nk)

> τk















, (9)

where the p-values associated with each gene may be estimated. As aforementioned, one limitation
of the gene selection schemes (8) and (9) is that the criterion function considers the remaining
classes as a single group. Another is that they both require variance estimation.

Dudoit et al. (2002) proposed a pooled OVO gene selection method basedon the BW sum of
squares across all paired classes. Specifically, BW gene selection is specified by

JBW =

{

j

∣

∣

∣

∣

∣

∑N
i=1 ∑M

k=11ωk (i)
(

µj,k−µj
)2

∑N
i=1 ∑M

k=11ωk (i)
(

xi j −µj,k
)2 > τ

}

, (10)

whereµj is the global arithmetic center of genej over all sample points and1ωk (i) is the indicator
function reflecting membership of samplei in classk. As pointed out by Loog et al. (2001), BW gene
selection may only preserve the distances of already well-separated classes rather than neighboring
classes.

From a dimensionality reduction point of view, Guyon et al. (2002) proposed a feature subset
ranking criterion for linear SVMs, dubbed the SVMRFE. Here, one firsttrains a linear SVM classi-
fier on the full feature space. Features are then ranked based on the magnitude of their weights and
are eliminated in the order of increasing weight magnitude. A widely adopted reduction strategy is
to eliminate a fixed or decreasing percentage of features correspondingto the bottom portion of the
ranked weights and then to retrain the SVM on the reduced feature space.Application to microarray
gene expression data shows that the genes selected matter more than the classifiers with which they
are paired (Guyon et al., 2002).
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3. Results

We tested PUG-OVRSVM on five benchmarks and one in-house real microarray data set, and com-
pared the performance to several widely-adopted gene selection and classification methods.

3.1 Description of the Real Data Sets

The numbers of samples, phenotypes, and genes, as well as the microarray platforms used to gener-
ate these gene expression data sets, are briefly summarized in Supplementary Tables 1∼7. The six
data sets are the MIT 14 Global Cancer Map data set (GCM) (Ramaswamy etal., 2001), the NCI
60 cancer cell lines data set (NCI60) (Staunton et al., 2001), the University of Michigan cancer data
set (UMich) (Shedden et al., 2003), the Central Nervous System tumorsdata set (CNS) (Pomeroy
et al., 2002), the Muscular Dystrophy data set (MD) (Bakay et al., 2006), and the Norway Ascites
data set (NAS). To assure a meaningful and well-grounded comparison, we emphasized data quality
and suitability in choosing these test data sets. For example, the data sets cannot be too “simple” (if
the classes are well-separated, all methods perform equally well) or too “complex” (no method will
then perform reasonably well), and each class should contain sufficient samples to support some
form of cross-validation assessment.

We also performed several important pre-processing steps widely adopted by other researchers
(Guyon et al., 2002; Ramaswamy et al., 2001; Shedden et al., 2003; Statnikov et al., 2005). When
the expression levels in the raw data take negative values, probably due toglobal probe-set calls
and/or data normalization procedures, these negative values are replaced by a fixed small quantity
(Shedden et al., 2003). On the log-transformed scale, we further conducted a variance-based unsu-
pervised gene filtering operation to remove the genes whose expression standard deviations (across
all samples) were less than a pre-determined small threshold; this effectively reduces the number of
genes by half (Guyon et al., 2002; Shedden et al., 2003).

3.2 Experiment Design

We decoupled the two key steps of multicategory classification: 1) selecting aninformative subset
of marker genes and then 2) finding an accurate decision function. For the crucial first step we
implemented five gene selection methods, including OVEPUG specified by (5), OVRSNR specified
by (8), OVRt-stat specified by (9), pooled BW specified by (10), and SVMRFE described in Ra-
maswamy et al. (2001). We applied these methods to the six data sets, and for each data set, we
selected a sequence of gene subsets with varying sizes, indexed byNsubPUG, the number of genes per
class. In our experiments, this number was increased from 2 up to 100. There are several reasons
why we do not go beyond 100 subPUGs per class. First, classification accuracy may be either flat
or monotonically decreasing as the number of features increases beyonda certain point, due to the
theoretical bias-variance dilemma. Second, even in some cases where best performance is achieved
using all the gene features, the idea of feature selection is to find the minimum number of features
needed to achieve good (near-optimal) classification accuracy. Third, whenNsubPUG= 100, the total
number of genes used for classification is already quite large (this number ismaximized if the sets
JPUG(k) are mutually exclusive, in which case it isNsubPUGtimes the number of classes). Fourth,
but not least important, a large feature reduction may be necessary not only complexity-wise, but
also for interpreting the biological functions and pathway involvement whenthe selected PUGs are
most relevant and statistically reproducible.
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The quality of the marker gene subsets was then assessed by prediction performance on four
subsequently trained classifiers, including OVRSVM, kNN, NBC, and OVOSVM. In relation to
the proposed PUG-OVRSVM approach, we evaluated all combinations of these four different gene
selection methods and three different classifiers on all six benchmark microarray gene expression
data sets.

To properly estimate the accuracy of predictive classification, a validation procedure must be
carefully designed, recognizing limits on the accuracy of estimated performance, in particular for
small sample size. Clearly, classification accuracy must be assessed on labelled samples ‘unseen’
during training. However, for multicategory classification based on small, class-imbalanced data
sets, single batch held-out test data may be precluded, as there will be insufficient samples for both
accurate classifier training and accurate validation (Hastie et al., 2001). Apractical alternative is
a sound cross-validation procedure, wherein all the data are used forboth training and testing, but
with held-out samples in a testing fold not used for any phase of classifier training, including gene
selection and classifier design (Wang et al., 2008). In our experiments, we chose LOOCV, wherein
a test fold consists of a single sample; the rest of the samples are placed in thetraining set. Using
only the training set, the informative genes are selected and the weights of thelinear OVRSVM are
fit to the data (Liu et al., 2005; Shedden et al., 2003; Yeang et al., 2001). It is worth noting that
LOOCV is approximately unbiased, lessening the likelihood of misestimating the prediction error
due to small sample size; however, LOOCV estimates do have considerable variance (Braga-Neto
and Dougherty, 2004; Hastie et al., 2001). We evaluated both the lowest “sustainable” prediction
error rate and the lowest prediction error rate, where the sequence ofsustainable prediction error
rates were determined based on a moving-average of error rates along the survey axis of the number
of genes used for each class,NsubPUG, with a moving window of width 5. We also report the number
of genes per class at which the best sustainable performance was obtained.

While the error rate is estimated through LOOCV and the optimum number of PUGs used per
class is obtained by the aforementioned surveying strategy, we should point out that a two-level
LOOCV could be applied to jointly determine the optimumNsubPUGand estimate the associated
error rate; however, such an approach is computationally expensive (Statnikov et al., 2005). For the
settings of structural parameters in the classifiers, we usedC= 1.0 in the SVMs for all experiments
(Vapnik, 1998), and chosek = 1,2,3 in kNNs under different training sample sizes per class, as
recommended by Duda et al. (2001).

3.3 Experimental Results

Our first comparative study focused on the GCM data widely used for evaluating multicategory
classification algorithms (Cai et al., 2007; Ramaswamy et al., 2001; Shedden et al., 2003; Zhou and
Tuck, 2007). The performance curves of OVRSVM committee classifiers trained on the commonly
pre-processed GCM data using the five different gene selection methods(OVEPUG, OVRSNR,
OVRt-stat, BW, and SVMRFE) are detailed in Figure 3. It can be seen that our proposed OVEPUG
selection significantly improved the overall multicategory classification when using different num-
bers of marker genes, as compared to the results produced by the four competing gene selection
methods. For example, using as few as 9 genes per phenotypic class (with 126 distinct genes in
total, that is, mutually exclusive PUGs for each class), we classified 164 of190 (86.32%) of the
tumors correctly. Furthermore, using LOOCV on the GCM data set of 190 primary malignant tu-
mors, and using the optimal number of genes (61 genes per phenotypic class or 769 unique genes
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in total), we achieved the best (88.95% or 169 of 190 tumors) sustainable correct predictions. In
contrast, at its optimum performance, OVRSNR gene selection achieved 85.37% sustainable cor-
rect predictions using 25 genes per phenotypic class, OVRt-stat gene selection achieved 84.53%
sustainable correct predictions using 71 genes per phenotypic class, BW gene selection achieved
80.53% sustainable correct predictions using 94 genes per phenotypic class, and SVMRFE gene
selection achieved 84.74% sustainable correct predictions using 96 genes per phenotypic class. In
our comparative study, instead of solely comparing the lowest error ratesachieved by different gene
selection methods, we also emphasized the sustainable correct prediction rates, as potential overfit-
ting to the data may produce an (unsustainably) good prediction performance. For our experiments
in Figure 3, based on the realistic assumption that the probability of good predictions purely “by
chance” over a sequence of consecutive gene numbers is low, we defined the sustainable predic-
tion/error rates based on the moving-averaged prediction/error rates over δ = 5 consecutive gene
numbers. Here,δ gives the sustainability requirement.

Figure 3: Comparative study on five gene selection methods (OVEPUG, OVRSNR, OVRt-stat, BW,
and SVMRFE) using the GCM benchmark data set. The curves of classification error
rates were generated by using OVRSVM committee classifiers with varying sizeof the
input gene subset.

For the purpose of information sharing with readers, based on publicly reported optimal results
for different methods, we have summarized in Table 1 the comparative performance achieved by
PUG-OVRSVM and eight existing/competing methods on the benchmark GCM dataset, along
with the gene selection methods used, the chosen classifiers, sample sizes, and the chosen cross-
validation schemes. Obviously, since the reported prediction error rates were generated by different
algorithms and under different conditions, any conclusions based on simple/direct comparisons of
the reported results must be carefully drawn. We have chosen not to independently reproduce results
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by re-implementing the methods listed in Table 1, firstly because we typically do nothave access to
public domain code implementing other authors’ methods and secondly becausewe feel that high
reproducibility of previously published results may not be expected without knowing some likely
undeclared optimization steps and/or additional control parameters used in the actual computer
codes. Nevertheless, many reported prediction error rates on the GCM data set were actually based
on the same/similar training sample set (144∼ 190 primary tumors) and the LOOCV scheme used
in our PUG-OVRSVM experiments; furthermore, it was reported that the prediction error rates
estimated by LOOCV and 144/54 split/held-out test were very similar (Ramaswamyet al., 2001).
Specifically, the initial work on GCM by Ramaswamy et al. (2001) reported anachieved 77.78%
prediction rate, and some improved performance was later reported by Yeang et al. (2001) and Liu
et al. (2002), achieving 81.75% and 79.99% prediction rates, respectively. In the work most closely
related to our gene selection scheme by Shedden et al. (2003), using a kNN tree classifier and using
OVR fold-change based gene selection specified by (4), a prediction rate of 82.63% was achieved.
In relation to these reported results on GCM, as indicated in Table 1, our proposed PUG-OVRSVM
method produced the best sustainable prediction rate of 88.95%.

References Gene-select Classifier Sample CV scheme Error rate

Ramaswamy et al. (2001) OVRSVM RFE OVRSVM 144&198 LOOCV 144/54 22.22%

Yeang et al. (2001) N/A OVRSVM 144 LOOCV 18.75%

Ooi and Tan (2003) Genetic algorithm MLHD 198 144/54 18.00%

Shedden et al. (2003) OVR fold-change kNN Tree 190 LOOCV 17.37%

Liu et al. (2005) Genetic algorithm OVOSVM N/A LOOCV 20.01%

Statnikov et al. (2005) No gene selection CS-SVM 308 10-fold 23.40%

Zhou and Tuck (2007) CS-SVM RFE OVRSVM 198 4-fold 16.72%

Cai et al. (2007) DISC-GS kNN 190 144/46 21.74%

PUG-OVRSVM PUG OVRSVM 190 LOOCV 11.05%

Table 1: Summary of comparative performances by OVEPUG-OVRSVM andeight competing
methods (based on publicly reported optimum results) on the GCM benchmark data set.

A more stringent evaluation of the robustness of a classification method is to carry out the
predictions on multiple data sets and then assess the overall performance (Statnikov et al., 2005).
Our second comparative study evaluated the aforementioned five gene selection methods using the
six benchmark microarray gene expression data sets. To determine whether the genes selected
matter more than the classifiers used (Guyon et al., 2002), we used a common OVRSVM committee
classifier and LOOCV scheme in all the experiments, and summarized the corresponding results in
Table 2. For each experiment that used a distinct gene selection scheme applied to a distinct data set,
we reported both sustainable (with sustainability requirementδ= 5) and lowest (within parentheses)
prediction error rates, as well as the number of genes per class that were used to produce these
results. Clearly, the selected PUGs based on (5) produced the highest overall sustainable prediction
rates as compared to the other four competing gene selection methods. Specifically, PUG is the
consistent winner in 22 of 24 competing experiments (combinations of four gene selection schemes
and six testing data sets). It should be noted that although BW and OVRSNR achieved comparably
low prediction error rates on the CNS data set (with relatively balanced mixture distributions), they

2153



YU, FENG, M ILLER , XUAN , HOFFMAN, CLARKE , DAVIDSON, SHIH AND WANG

also produced high prediction error rates on the other testing data sets; theother competing gene
selection methods also show some level of performance instability across datasets.

Gene-select GCM NCI60 UMich CNS MD NAS

OVE PUG 11.05% 27.33% 1.08% 7.14% 19.67% 13.16%
(11.05%) (26.67%) (0.85%) (7.14%) (19.01%) (13.16%)

[61 g/class] [52 g/class] [26 g/class] [71 g/class] [46 g/class] [42 g/class]

OVR SNR 14.63% 31.67% 1.42% 7.14% 23.97% 16.32%
(13.68%) (31.67%) (1.42%) (7.14%) (23.97%) (15.79%)

[25 g/class] [58 g/class] [62 g/class] [57 g/class] [85 g/class] [54 g/class]

OVR t-stat 15.47% 31.67% 1.70% 7.62% 23.47% 15.79%
(15.26%) (31.67%) (1.70%) (7.14%) (22.31%) (15.79%)

[71 g/class] [56 g/class] [45 g/class] [92 g/class] [56 g/class] [74 g/class]

BW 19.47% 31.67% 1.30% 7.14% 19.83% 21.05%
(18.95%) (31.67%) (1.13%) (7.14%) (19.01%) (21.05%)

[94 g/class] [55 g/class] [92 g/class] [56 g/class] [71 g/class] [65 g/class]

SVM RFE 15.26% 29.00% 1.13% 14.29% 29.09% 32.11%
(14.21%) (28.33%) (1.13%) (14.29%) (28.10%) (31.58%)

[96 g/class] [81 g/class] [58 g/class] [53 g/class] [73 g/class] [94 g/class]

Table 2: Performance comparison between five different gene selectionmethods tested on six
benchmark microarray gene expression data sets, where the predictiveclassification error
rates for all methods were generated based on OVRSVM committee classification and an
LOOCV scheme. Both sustainable and lowest (within parentheses) error rates are reported
together with number of genes used per class.

To give more complete comparisons that also involved different classifiers(Statnikov et al.,
2005), we further illustrate the superior prediction performance of the matched OVEPUG selection
and OVRSVM classifier as compared to the best results produced by combinations of three different
classifiers (OVOSVM, kNN, NBC) and four gene selection methods (PUG,OVRSNR, OVRt-stat,
pooled BW). The optimum experimental results achieved over all combinationsof these methods
on the six data sets are summarized in Table 3, where we report both sustainable prediction error
rates and the corresponding gene selection methods. Again, PUG-OVRSVM outperformed all other
methods on all six data sets and was a clear winner in all 15 competing experiments. Our compara-
tive studies also reveal that although gene selection is a critical step of multi-category classification,
the classifiers used do indeed play an important role in achieving good prediction performance.

3.4 Comparison Results on the Realistic Simulation Data Sets

To more reliably validate and compare the performance of the different gene selection methods, we
have conducted additional experiments involving realistic simulations. The advantage of using syn-
thetic data is that, unlike the real data sets often with small sample size and with LOOCV as the only
applicable validation method, large testing samples can be generated to allow an accurate and reli-
able assessment of a classifier’s generalization performance. Two different simulation approaches
were implemented. In both, we modeled the joint distribution for microarray data under each class
and generatedi.i.d. synthetic data sets consistent both with these distributions and with assumed
class priors. In the first approach, we chose the class-conditional models consistent with commonly
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GCM NCI60 UMich CNS MD NAS

OVR SVM 11.05% 27.33% 1.08% 7.14% 19.67% 13.16%
(OVEPUG) (OVEPUG) (OVEPUG) (OVEPUG) (OVEPUG) (OVEPUG)

OVO SVM 14.74% 33.33% 1.70% 9.52% 19.83% 16.32%
(OVEPUG) (OVRSNR) (OVEPUG) (BW) (BW) (OVRSNR)

kNN 21.05% 31.67% 2.27% 13.33% 21.81% 13.68%
(OVEPUG) (OVRt-stat) (OVEPUG) (OVEPUG) (BW) (OVRt-stat)

NBC 36.00% 51.67% 2.83% 37.62% 37.69% 34.21%
(OVRSNR) (OVRSNR) (OVRt-stat) (BW) (BW) (OVEPUG)

Table 3: Performance comparison based on the lowest predictive classification error rates produced
by OVEPUG-OVRSVM and the optimum combinations of five different gene selection
methods and three different classifiers, tested on six benchmark microarray gene expres-
sion data sets and assessed via the LOOCV scheme.

accepted properties of microarray data (few discriminating features, manynon-discriminating fea-
tures, and with small sample size) (Hanczar and Dougherty, 2010; Wang et al., 2002). In the second
approach, we directly estimated the class-conditional models based on a real microarray data set
and then generated thei.i.d. samples according to the learned models.

3.4.1 DESIGN I

We simulated 5000 genes, with 90 “relevant” and 4910 “irrelevant” genes.Inspired by gene clus-
tering concept in modelling local correlations, we divided the genes into 1000 blocks of size five,
each containing exclusively either relevant or irrelevant genes. Within each block the correlation
coefficient is 0.9, with zero correlation across blocks. Irrelevant genes are assumed to follow a
(univariate) standard normal distribution, for all classes. Relevant genes also follow a normal distri-
bution with variance 1 for all classes. There are three equally likely classes, A, B and C. The mean
vectors of the 90 relevant genes under each class are shown in Table 4. The means were chosen
to make the classification task neither too easy nor too difficult and to simulate unequal distances
between the classes—A and B are relatively close, with C more distant from both A and B.

The mean vectorµ for each class

µA [2.8 2.8 2.8 2.8 2.8 1 1 1 1 1 2 2 2 2 2 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 2 2 2 2 22 2 2 2 2 1 1 1
1 1 2 2 2 2 2 3 3 3 3 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 1 1 1 11 3
3 3 3 3 0.1 0.1 0.1 0.1 0.1]

µB [1 1 1 1 1 2.8 2.8 2.8 2.8 2.8 2 2 2 2 2 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 2 2 2 2 22 2 2 2 2 1 1 1
1 1 2 2 2 2 2 3 3 3 3 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 1 1 1 11 3
3 3 3 3 0.1 0.1 0.1 0.1 0.1]

µC [1 1 1 1 1 1 1 1 1 1 14.4 14.4 14.4 14.4 14.4 8.5 8.5 8.5 8.5 8.5 8 8 8 8 810 10 10 10 10 10
10 10 10 10 10 9 9 9 9 9 10 10 10 10 10 3 3 3 3 3 10 10 10 10 10 10 10 10 10 10 10 10 10
10 8.5 8.5 8.5 8.5 8.5 8 8 8 8 8 9 9 9 9 9 11 11 11 11 11 7.1 7.1 7.1 7.1 7.1]

Table 4: The mean vectors of the 90 relevant genes under each of the three classes.

We randomly generated 100 synthetic data sets, each partitioned into a small training set of 60
samples (20 per class) and a large testing set of 6000 samples.
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3.4.2 DESIGN II

The second approach models each class as a more realistic multivariate normal distributionN(µ,Σ),
with the class’s mean vectorµ and covariance matrixΣ directly learned from the real microarray
data set GCM. Estimation of a covariance matrix is certainly a challenging task, specifically due
to the very high dimensionality of the gene space (p = 15,927 genes in the GCM data) and only
a few dozen samples available for estimatingp(p−1)/2 free covariate parameters per class. It is
also computationally prohibitive to generate random vectors based on full covariances on a general
desktop computer. To address both of these problems, we applied a factormodel (McLachlan and
Krishnan, 2008), which can significantly reduces the number of free parameters to be estimated
while capturing the main correlation structure in the data.

In factor analysis, the observedp×1 vectort is modeled as

t = µ+Wx + ε,

whereµ is the mean vector of observationt, W is a p×q matrix of factor loadings,x is theq×1
latent variable vector with standard normal distributionN(0, I) and ε is noise with independent
multivariate normal distributionN(0,Ψ), Ψ = diag

(

σ2
1, . . . ,σ2

p

)

. The resulting covariance matrixΣ
is

Σ = WWT +Ψ.

Estimation ofΣ reduces to estimatingW andΨ, totalingp(q+1) parameters. Usually, we have
q much less thanp. The factor model is learned via the EM algorithm (McLachlan and Krishnan,
2008), initialized by probabilistic principal component analysis (Tipping andBishop, 1999).

In our experiments, we setq= 5, which typically accounted for 60% of the energy. We also tried
q= 3 and 7 and observed that the relative performance remained unchanged, although the absolute
performance of all methods does change withq.

Five phenotypic classes were used in our simulation: breast cancer, lymphoma, bladder cancer,
leukemia and CNS. 100 synthetic data sets were generated randomly according to the learned class
models from the real data of these five cancer types. The dimension for each sample is 15,927.
For each data set, the training sample size was the same as used in the real dataexperiments, with
11, 22, 11, 30, and 20 samples in the five respective classes; and the testing set consisted of 3,000
samples, 600 per class.

3.5 Evaluation of Performance

For a given gene-selection method and for each data set (indexed byi = 1, . . . ,100), the classifierFi

is learned. We then evaluateFi on thei-th testing set, and measure the error rateεi . Since the testing
set has quite large sample size, we would expectεi to be close to the true classification error rate for
Fi . Over 100 simulation data sets, we then calculated both the average classification errorε̄ and the
standard deviationσ.

Furthermore, letεi,PUG denote the error rate associated with PUGs on testing seti, and similarly,
let εi,SNR, εi,t-stat, εi,BW and εi,SVMRFE denote the error rates associated with the four peer gene
selection methods. The error rate difference between two methods, for example, PUG and SNR, is
defined by

Di (PUG,SNR) = εi,PUG− εi,SNR.
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For each synthetic data set, we define the “winner” as the one with the least testing error rate.
For each method, the mean and standard deviation of the error rate and the frequency of winning are
examined for performance evaluation. In addition, the histogram of errorrate differences between
PUG and peer methods are provided.

3.6 Experimental Results on the Simulation Data Sets

We tested all gene selection methods using the common OVRSVM classifier. All theexperiments
were done using the same procedure as on the real data sets, except withLOOCV error estimation
replaced by the error estimation using large size independent testing data. Figure 4, analogous
to Figure 3 while on the realistic synthetic data whose model was estimated from GCM data set
(simulation data under design II), shows the comparative study on five gene selection methods
(OVEPUG, OVRSNR, OVRt-stat, BW, and SVMRFE). Tables 5 and 6 show the average error,
standard deviation, and frequency of winning, estimated based on the 100simulation data sets.
PUG has the smallest average error over all competing methods. PUG also is the most stable
method (with the smallest standard deviation). Tables 7 and 8 provide the comparison results of
the five competing methods on the first ten data sets.

Figures 5 and 6 show histograms of the error difference between PUG and other methods, where
a negative value of the difference indicates better performance by PUG.The red bar shows the
position where the two methods are equal. We can see that the vast majority of differences are
negative. Actually, as indicated in Tables 5 and 6, there is no positive difference in the subfigures of
Figure 5 and at most one positive difference in the subfigures of Figure6.

PUG SNR t-stat BW SVMRFE
mean 0.0724 0.1129 0.1135 0.1165 0.1203

std deviation 0.0052 0.0180 0.0188 0.0177 0.0224
frequency of ‘winner’ 100 0 0 0 0

Table 5: The mean and standard deviation of classification error and the frequency of winner based
on 100 simulation data sets with design I.

PUG SNR t-stat BW SVMRFE
mean 0.0712 0.1311 0.1316 0.2649 0.0910

std deviation 0.0201 0.0447 0.0449 0.0302 0.0244
frequency of ‘winner’ 99 0 0 0 1

Table 6: The mean and standard deviation of classification error and the frequency of winner based
on 100 simulation data sets with design II.

3.7 Comparison Between PUGs and PDGs

In this experiment, we selected PDGs according to the definition given in (6) and evaluated gene
selection based on PUGs, PDGs, and based on their union, as given in (7). Again, all gene selection
methods were coupled with the OVRSVM classifier. Table 9 shows classification performance for
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Figure 4: Comparative study on five gene selection methods (OVEPUG, OVRSNR, OVRt-stat, BW,
and SVMRFE) on one simulation data set under design II. The curves of classification
error rates were generated by using OVRSVM committee classifiers with varying size of
the input gene subset.

sim 1 sim 2 sim 3 sim 4 sim 5 sim 6 sim 7 sim 8 sim 9 sim 10
PUG 0.0864 0.0773 0.0697 0.0681 0.0740 0.0761 0.0740 0.0721 0.0666 0.0758
SNR 0.1078 0.1092 0.1028 0.1279 0.1331 0.1004 0.1011 0.1253 0.0817 0.0838
t-stat 0.1109 0.1089 0.1022 0.1251 0.1333 0.0991 0.1016 0.1268 0.0823 0.0832
BW 0.1127 0.0995 0.1049 0.1271 0.1309 0.1107 0.1044 0.1291 0.0903 0.0845

SVMRFE 0.1030 0.1009 0.0967 0.1219 0.1248 0.1016 0.1107 0.1191 0.1198 0.0933

Table 7: Comparison of the classification error for the first ten simulation datasets with design I.

PUGs, PDGs and PUGs+PDGs. Clearly, PDGs have less discriminatory power than PUGs, and the
inclusion of PDGs (generally) worsens classification accuracy, compared with just using PUGs.

sim 1 sim 2 sim 3 sim 4 sim 5 sim 6 sim 7 sim 8 sim 9 sim 10
PUG 0.0694 0.0610 0.0748 0.0675 0.0536 0.0474 0.0726 0.0818 0.0560 0.0700
SNR 0.1559 0.0659 0.1142 0.1211 0.0508 0.1937 0.1568 0.1464 0.0797 0.0711
t-stat 0.1559 0.0659 0.1142 0.1210 0.0508 0.1939 0.1568 0.1464 0.0797 0.0712
BW 0.2373 0.2698 0.2510 0.2650 0.3123 0.2464 0.3070 0.2236 0.2800 0.3055

SVMRFE 0.0906 0.0739 0.0864 0.0852 0.0426 0.0776 0.0863 0.0973 0.0655 0.0730

Table 8: Comparison of the classification error for the first ten simulation datasets with design II.
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Figure 5: Histogram of the error difference between PUG and other methods with design I.

Error Rate GCM NCI60 UMich CNS MD NAS

PUG 11.05% 27.33% 1.08% 7.14% 19.67% 13.16%

PDG 17.58% 30.33% 1.98% 9.52% 26.28% 25.79%

PUG+PDG 14.53% 30.67% 1.13% 7.14% 23.14% 15.79%

Table 9: Classification comparison of PUG and PDG on the six benchmark datasets.

There are several potential reasons that may jointly explain the non-contributing or even nega-
tive role of the included PDGs. First, the number of PDGs are much less than that of PUGs, that
is, PUGs represent the significant majority of informative genes when PUGs and PDGs are jointly
considered, as shown in Table 10 (Top PUG+PDGs were selected with 10 genes per class and we
counted how many PUGs are included in the total). Second, PDGs are less reliable than PUGs due
to the noise characteristics of gene expression data, that is, low gene expressions contain relatively
large additive noise after log-transformation (Huber et al., 2002; Rockeand Durbin, 2001). This is
further exacerbated by the follow-up one-versus-rest classifier because there are many more samples
in the ‘rest’ group than in the ‘one’ group. This practically increases the relative noise/variability
associated with PDGs in the ‘one’ group. In addition, PUGs are consistentwith the practice of
molecular pathology and thus may have broader clinical utility, for example, most currently avail-
able disease gene markers are highly expressed (Shedden et al., 2003).
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Figure 6: Histogram of the error difference between PUG and other methods with design II.

GCM NCI60 UMich CNS MD NAS

No. of PUG 113 76 56 33 76 65

No. of PUG+PDG 140 90 60 50 130 70

% of PUG 80.71% 84.44% 93.33% 66.00% 58.46% 92.86%

Table 10: Classification comparison of PUG and PDG on the six benchmark data sets.

3.8 Marker Gene Validation by Biological Knowledge

We have applied existing biological knowledge to validate biological plausibility of the selected
PUG markers for two data sets, GCM and NAS. The full list of genes most highly associated with
each of the 14 tumor types in the GCM data set are detailed in the Supplementary Tables 8 and 9.

3.8.1 BIOLOGICAL INTERPRETATION FORGCM DATA SET

Prolactin-induced protein, which is regulated by prolactin activation of its receptors, ranks highest
among the PUGs associated with breast cancer. Postmenopausal breastcancer risk is strongly asso-
ciated with elevated prolactin levels (PubMed IDs 15375001, 12373602, 10203283). Interestingly,
prolactin release proportionally increases with increasing central fat in obese women (PubMed ID
15356045) and women with this pattern of obesity have an increased risk ofbreast cancer mortality
(PubMed ID 14607804). Other genes of interest that rank among the top10 breast cancer PUGs in-
clude CRABP2, which transports retinoic acid to the nucleus. Retinoids are important regulators of
breast cell function and show activity as potential breast cancer chemopreventive agents (PubMed
IDs 11250995, 12186376). Mammglobin is primarily expressed in normal breast epithelium and
breast cancers (PubMed ID 12793902). Carbonic anhydrase XIIis expressed in breast cancers and
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is generally considered a marker of a good prognosis (PubMed ID 12671706). The selective expres-
sion and/or function of these genes in breast cancers are consistent with their selection as PUGs in
the classification scheme.

The top 10 PUGs associated with prostate cancer include several genes strongly associated
with the prostate including prostate specific antigen (PSA) and its alternativelyspliced form 2, and
prostatic secretory protein 57. The role of PSA gene KLK3 and KLK1 as abiomarker of prostate
cancer is well established (PubMed ID 19213567). Increased NPY expression is associated with
high-grade prostatic intraepithelial neoplasia and poor prognosis in prostate cancers (PubMed ID
10561252). ACPP is another prostate specific protein biomarker (PubMed ID 8244395). The strong
representation of genes that show clear selectivity for expression withinthe prostate illustrates the
potential of the PUGs as bio-markers linked to the biology of the underlying tissues.

Several of the selected PUG markers for uterine cancer fit very well withour current biological
understanding of this disease. It is well-established that estrogen receptor alpha (ESR1) is expressed
or amplified in human uterine cancer (PubMed IDs 18720455, 17911007,15251938), while the
Hox7 gene (MSX1) contributes to uterine function in cow and mouse models, especially at the onset
of pregnancy (PubMed IDs 7908629, 14976223, 19007558). Mammaglobin 2 (SCGB2A1) is highly
expressed in a specific type of well-differentiated uterine cancer (endometrial cancers) (PubMed ID
18021217), and PAM expression in the rat uterus is known to be regulated by estrogen (PubMed IDs
9618561, 9441675). Other PUGs provide novel insights into uterine cancer that are deserving of
further study. Our PUG selection ranks HE4 higher than the well-established CA125 marker, which
may suggest HE4 as a promising alternative for the clinical management of endometrial cancer. One
recent study (PubMed ID 18495222) shows that, at 95% specificity, thesensitivity of differentiating
between controls and all stages of uterine cancer is 44.9% using HE4 versus 25.2% using CA125 (p
= 0.0001).

Osteopontin (OPN) is an integrin-binding protein that is involved in tumorigenesis and metas-
tasis. OPN levels in the plasma of patients with ovarian cancer are much higher compared with
plasma from healthy individuals (PubMed ID 11926891). OPN can increase the survival of ovarian
cancer cells under stress conditions in vitro and can promote the late progression of ovarian cancer
in vivo, and the survival-promoting functions of OPN are mediated throughAkt activation (PubMed
ID 19016748). Matrix metalloproteinase 2 (MMP2) is an enzyme degrading collagen type IV and
other components of the basement membrane. MMP-2 is expressed by metastatic ovarian cancer
cells and functionally regulates their attachment to peritoneal surfaces (PubMed ID 18340378).
MMP2 facilitates the transmigration of human ovarian carcinoma cells across endothelial extracel-
lular matrix (PubMed ID 15609323). Glutathione peroxidase 3 (GPX3) is one of several isoforms
of peroxidases that reduce hydroperoxides to the corresponding alcohols by means of glutathione
(GSH) (PubMed ID 17081103). GPX3 has been shown to be highly expressed in ovarian clear cell
adenocarcinoma. Moreover, GPX3 has been associated with low cisplatin sensitivity (PubMed ID
19020706).

3.8.2 BIOLOGICAL INTERPRETATION FORNAS DATA SET

Several top-ranking gene products identified by our computational method have been well estab-
lished as tumor-type specific markers and many of them have been used in clinical diagnosis. For
example, mucin 16, also known as CA125, is a FDA-approved serum marker to monitor disease
progression and recurrence in ovarian cancer patients (PubMed ID 19042984). Likewise, kallikrein
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family members including KLK6 and KLK8 are known to be ovarian cancer associated markers
which can be detected in body fluids in ovarian cancer patients (PubMed ID17303231). TITF1 (also
known as TTF1) has been reported as a relatively specific marker in lungadenocarcinoma (PubMed
ID 17982442) and it has been used to assist differential diagnosis of lung cancer from other types of
carcinoma. Fatty acid synthase (FASN) is a well-known gene that is often upregulated in breast can-
cer (PubMed ID 17631500) and the enzyme is amenable for drug targeting using FASN inhibitors,
suggesting that it can be used as a therapeutic target in breast cancer.The above findings indi-
cate the robustness of our computational method in identifying tumor-type specific markers and in
classifying different types of neoplastic diseases. Such information could be useful in translational
studies (PubMed ID 12874019). Metastatic carcinoma of unknown origin isa relatively common
presentation in cancer patients and an accurate diagnosis of the tumor type inthe metastatic diseases
is important to direct appropriate treatment and predict clinical outcome. Thedistinctive patterns
of gene expression characteristic to various types of cancer may help pathologists and clinicians to
better manage their patients.

3.9 Gene Comparisons Between Methods

It may be informative to provide some initial analysis on how the selected genescompare between
methods; however, without definitive ground truth on cancer markers, the utility of this information
is somewhat limited and should, thus, be treated as anecdotal, rather than conclusive. Specifically,
we have now done some assessment of how differentially these gene selection methods rank some
known cancer marker genes. The overlap rate is defined as the number of genes commonly selected
by two methods over the maximum size of the two selected gene sets. LetG1 andG2 denote the
gene sets selected by gene selection methods 1 and 2, respectively, and|G| denote the cardinality
(the size) of setG. The overlap rate betweenG1 andG2 is

R=
|G1∩G2|

max(|G1| , |G2|)
.

Table 11 shows the overlap rate between methods on the top 100 genes per class. We can see
that the overlap rates between methods are generally low except for the pair of SNR and t-stat. BW
genes are quite different from the genes selected by all other methods and have only about 15%
overlap rate with PUG and SVMRFE. The relatively high overlap rate between SNR and t-stat may
be expected since they use quite similar summary statistics in their selection criteria.

We have also examined a total of 16 genes with known associations with 4 tumor types. These 16
genes are well-known markers supported by current biological knowledge. The rank of biomedical
importance of these genes produced by each method is summarized in Table 12. When a gene is
not listed in the top 100 genes by a wrapper method like SVMRFE, we simply assign the rank as
‘>100’. Generally but not uniformly across cancer types, these validatedmarker genes are highly
ranked in the PUGs list as compared to other methods, and thus will be surely selected by PUG
criterion.

4. Discussion

In this paper, we address several critical yet subtle issues in multicategory molecular classification
applied to real-world biological and/or clinical applications. We propose a novel gene selection
methodology matched to the multicategory classification approach (potentially with an unbalanced
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Overlapping Rate PUG SNR t-stat BW SVMRFE

PUG 1 0.4117 0.3053 0.1450 0.4057

SNR 0.4117 1 0.7439 0.3307 0.3841

t-stat 0.3053 0.7439 1 0.2907 0.3941

BW 0.1450 0.3307 0.2907 1 0.1307

SVMRFE 0.4057 0.3841 0.3941 0.1307 1

Table 11: The overlapping rate between methods on the top 100 genes per class.

Breast Cancer Relevant Genes Prostate Cancer Relevant Genes

Rank Rank
Gene Symbol

PUG SNR t-stat BW SVMRFE
Gene Symbol

PUG SNR t-stat BW SVMRFE

PIP 1 5745 6146 473 >100 KLK3 4 5 11 61 15

CRABP2 4 5965 6244 498 >100 KLK1 5 3 9 76 16

SCGB2A2 6 6693 6773 458 14 NPY 7 18 22 344 30

CA12 9 6586 6647 518 >100 ACPP 3 4 8 71 12

Uterine Cancer Relevant Genes Ovarian Cancer Relevant Genes

Rank Rank
Gene Symbol

PUG SNR t-stat BW SVMRFE
Gene Symbol

PUG SNR t-stat BW SVMRFE

ESR1 1 2 16 130 5 OPN 15 334 517 371 63

Hox7 2 4 52 307 12 MMP2 42 2626 3045 481 >100

SCGB2A1 8 3 19 190 4 GPX3 7 411 812 446 >100

PAM 10 83 281 365 71

HE4 3 1 3 99 5

Table 12: Detailed comparison between methods on several validated markergenes.

mixture distribution) that is not a straightforward pooled extension of binary(two-class) differential
analysis. We emphasize the statistical reproducibility and biological plausibility of the selected gene
markers under small sample size, supported by their detailed biological interpretations. We tested
our method on six benchmark and in-house real microarray gene expression data sets and com-
pared its performance with that of several existing methods. We imposed a rigorous performance
assessment where each and all components of the scheme including gene selection are subjected to
cross-validation, for example, held-out/unseen samples in a testing fold arenot used for any phase
of classifier training.

Tested on six benchmark real microarray data sets, the proposed PUG-OVRSVM method out-
performs several widely-adopted gene selection and classification methodswith lower error rates,
fewer marker genes, and higher performance sustainability. Moreover, while for some data sets,
the absolute gain in classification accuracy percentage of PUG-OVRSVM isnot dramatically large,
it must be recognized that the performance may be approaching the minimum Bayes error rate, in
which case PUG-OVRSVM is achieving nearly all the improvement that is theoretically attainable.
Furthermore, the improved performance is achieved by correct classifications on some of the most
difficult cases, which is considered significant for clinical diagnosis (Ramaswamy et al., 2001).
Lastly, although improvements will be data set-dependent, our multi-data set tests have shown that
PUG-OVRSVM is the consistent winner as compared to several peer methods.
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We note that we have opted for simplicity as opposed to theoretical optimality in designing our
method. Our primary goal was to demonstrate that a small number of reproducible phenotypic-
dependent genes are sufficient to achieve improved multicategory classification, that is, small sam-
ple sizes and a large number of classes need not preclude a high level ofperformance. Our studies
suggest that using genes’ marginal associations with the phenotypic categories as we do here has the
potential to stabilize the learning process, leading to a substantial reduction inperformance variabil-
ity with small sample size; whereas, the current generation of complex gene selection techniques
may not be stable or powerful enough to reliably exploit gene interactions and/or variations unless
the sample size is sufficiently large. We have not explored the full flexibility that this method read-
ily allows, with different numbers of subPUGs used by different classifiers. Presumably, equal or
better performance could be achieved with fewer genes if more markers were selected for the most
difficult classifications, involving the nearest phenotypes. However, such flexibility could actually
degrade performance in practice since it introduces extra design choices and, thus, extra sources of
variation in classification performance. We may also extend our method to account for variation in
fold-changes, with the uncertainty estimated on bootstrap samples judiciously applied to eliminate
those PUGs with high variations.

Notably, multicategory classification is intrinsically a nonlinear classification problem, and this
method (using one-versus-everyone fold-change based PUG selection, linear kernel SVMs, and
the MAP decision rule) is most practically suitable to discriminating unimodal classes. Future
work will be required to extend PUG-OVRSVM for multimodal class distributions. An elegant
yet simple strategy is to introduce unimodal pseudo-classes for the multi-modalclasses via a pre-
clustering step, with the final class decision readily made without the need of any decision combiner.
Specifically, for each (pseudo-class, super pseudo-class) pair (where, for a pseudo-class originating
from classk, the paired super pseudo-class is the union of all pseudo-classes thatdo not belong
to classk), a separating hyperplane is constructed. Accordingly, in selecting subPUGs for each
pseudo-class, the pseudo-classes originating from the same class will not be considered.
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